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ABSTRACT

SONARS WITH HIGH NOISE AND CLUTTER REJECTION FOR USE WITH ADAP±°IVE
ROBOTS, by Michael Francis Guyote, Merton College. A thesis submitted
for the degree of Doctor of Philosophy in the University of Oxkord,
Trinitj Term, 1984.

• " The goal of this thesis is to develop an ultrasonic ranging system
capable of providing range and azimuth information on targets buried in
noise and clutter. The information is to be usable by adaptive robots.
The two methods selected fox research are frequency-modulated, continuous
wave (FMCW) ranging, and pseudo-random binary sequence (PRBS) ranging.

An experime-ital FMCW tracking system is designed, tested, and found
able to provide useful tracking information ,nder adverse noise
conditions. However, theoretical limits on the amount cf noise reduction
attain3ble ,'top further development.

The research is then directed towards PRES correlation systems,
" - which offer theoretically unlimited noise reduction. However, the basic

correlation function is not ideal for control purposes. Two methods are
developed which produce modified correlation functions more suitable for
control. These methods, phase and time-shift modulation, are also used
to move the transmitted spectrum to an area mo:-e usable by the
transducers. The first experimental PRBS ranging systew proves -Lncapable
of providing the desired cross-correlatian function due to transducer
bandwidth limitations and the link between bandwidth and frequency of
operation.

The second experimental PRBS ranging system uses double sideband
modulation and asynchronous demodulation. It cross-correlates the
rece..ved signal with two time-shift modulated reference signals, and is
capable of producing the desifred correlator output and pe-aing high-noise
tests.

The PRBS system is further modified to include target range and
azimuth tracking capabilities. wc r-urd-- an --- te-

-i-. ~c~r-r-at or•--utputs---drive--Fse -£cJiy- sin rangeiazimuth--servo
-syztem... The system proves capable of tracking selected targets under
conditions of high noise and clutter. An additional method of target
tracking is d icussed and facto' affecting system accuracy are
discussed.

'\ N ... -
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ABSTRACT

SONARS WITH HIGH NOISE AND CLUTTER REJECT.LON FOR USE WITH ADAPTIV'
RO3OTS, by Michael Francis G'iyote, Merton College. A thesis submitted
for the degree of Doctor of Philosophy in the University of Oxford,
Trinity Term, 1984.

The goal of this thesis is to develop an ultrasonic ranging system
capable of providing range and azimuthý information on targets buried in
noise and clutter. The information ig to be usable by adaptive robots.
The two methods selected for research are frequency-modulated, continuous
wave (FMW) ranging, and pseudo-random binary sequence (PRBS) ranging.

An experimental FMCW tracking system is designed, tested, and found
able to provide useful tracking information under adverse noise
conditions. However, theoretical limits on the amount of noise reduction
attainable stop further development.

The research is then directed towards PRBS correlation systems,
"which offer theoretically unlimited noise reduction. However, the basic
correlation function is not ideal fo= control purposes. Two metnods are
"developed which produce modified correlation functions more suitable for
control. These methcds, phase and time-shift modulation, are also used
to move the transmitted spectrum to an area more usable by the
transducers. The first experimental PRBS ranging system proves incapable
of providing the desired cross-correlation function due to '-ransducer
bandwidth limitations and the link between bandwidth and frequency of
operation.

The second experimental PRBS ranging system uses dourle sideband 4
modulation and asynchronous demodulation. It cross-correlates the
received signal with two time-shift modulated reference signals, and is
capable of producing the desired correlator output ay.d passing high-noise
tests.

The PRBS sy%3tem is further modified to include target range and
azimuth tracking capabilities. Two receivers are used, and the
correlator outputs drive specifically designed range/azimuth servo
systems. The systa n pro-yes capable of tracking selecteu targets under
conditions of high noise and clutter. An additional method of target
tracking- is discusse4 and factors affecting system accuracy are
discussed.

-7,
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do

'CAPTER ONE-

ULTRASONIC SENSORS FOP. ROBOTICS

The field of industrial robotics has grown rapidly during the past

ten rears, and along with it the requirement for robots which are able to

perform increasingly complex tasks. Robots have advanced to the stage

where, to paraphrase Nitzan, the intelligence, of a robot should be

classified as a variable, just as mechanical abilities (52]. The

'intelligence* of any robot depends upon the data which it can gather

concerning its surroundings and the subsequent analysis of that data.

However, advances in this area of robot programming are hindered due to:

... a lack of reliable and affordable sensors,
especially those already integrated into the
control and programming systems of a robot... (43]

Althouqh various designs have been proposed and implemented for

sight, hearing, and touch, sight has been the primary source of

informatic soncerning the surrounds and workpieces associated with

industrial tobots (53]. Sight systems are capable of extremely fine

resolution and are able to provide real-time closed loop control of such

demanding tasks as robotic welding to accuracies of 0.5 mm [49].

However, robotic vision systems are relatively expensive. The cost of

the system mentioned above is well over 27,000 pounds. While such costs
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are indeed realistic for large production runs, they are far too high for

limited produiction small batch items. Thus, a need exists for lower-cost

seneor systems which could provide aimilar information to that of light.

One possible approach is to use acoustic sensors to provide accurate

target ranging and azimuth information.

The fiele of acoustic sensing is relativel.y advanced in areas such

as medical ultrasonic ima•iing (14,23,65] , ultrasonic ranging and imaging

in water (32,45], non-destructive evaluation (NDE)

111,15,16,18,36,38,50,51], and flow sensing (4,5,13,62,66]. However,

until recently, air based ultrasonic ýDystems for use with robotics have

been used priparily for ranging and obstacle avoidance (40,41,48]. More

advanced acoustically based environment recognition systems have been

developod which are capable of cor.-tructing a rough 'image, of a robot*s

surroundings through processing of pulse echo signals (30,60]. Such

systems are capable of providing ranging information with a 1% accuracy

over distances exceeding 25 feet [47,60], and 0.01% for ranges in the

area of 20 cm (17]. However, these systems use basic pulse echo as the

ranging method which requires a high signal-to-noise ratio (SNR) for

proper operation. Specifically, the reflected signal strength must be

much greater than the background noise -f the pulse is to be reliably

detected.

The purpose of the research detailed in this thesis is tc evaluate

noise resistant acoustical methods of precise location of selected

targets located in the work area of an industrial robot (taken here to

mean operating ranges of roughly 10 cm to 1 meter). The methods must be

robust enough to tolerate e:;.zemely noisy environments such as those

encountered in metal, inert gas (MIG) welding, and must be able to pick

out and track a target located in a cluttered environment. The goal of
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the acoustical ranging system is tc reduce position uncertainty of

selected targets by acquiring and tracking these ta.'gets within

restricted range and azimuth parameters. Differences between expected 4

and actual range and azimuth will be available for use by the robot

controller for further processing.

1.1 PULSE ECHO TECHNIQUES AND THEIR LIMITATIONS

Basic pulse/echo sonar ranging technique involves transmitting a

burst of acoustic energy and noting the amount of time required for the

energy to travel to the target and return. The following discussion of

Sbasic pulse system jarameters is primaril, to establish definitions which

will be used for the remainder of this thesis. The basic operating

parameters of a pulse system are: Pulse width, iange resolution, pulse

repetition time, and duty cycle. Figure 1.1 illustrates some of these -

basic operating parameters.

TRANSMurIW PULSES.

Figure 1.1 Pulse Echo System Parameters

Pulse width is the time width of the transmitted pul~s. The minimum

pulse width is a function of the system bandwidth and is usually taken to

be (63]:

Bp. (1.1)

--0
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where Bp is the pulse system bandwidth in Hz. Range resolution, the

minimum spacing in which two targets can be differentiated, is a function

of the pulse width.

-I.'
A I (1.2)

Pulse repetition time cannot, in this simple system, be shorter than the

time required for a pulse to travel to and from a target located as

maximum range.

TP 2- P
C (1.3)

where maximum range R.,,, is the maximum range at which targets are

expected. Duty cycle is the ratio of pulse width to pulse repetition

time and is defined as-

P (1.4)

The duty cycle also indicates the ratio of peak transmitted power to

average transmitted power (if the pulse is square).

The ability of a pulse system to detect incoming pulses is a

function of transmitted pulse strength, attenuation properties of the

transmission medium, target reflectivity, and noise (both internal and

external to the ranging system). Assume a target located within the

range of an ultrasonic pulse ranging system is 'visible', that is, the

system reliably detects pulse echoes from the target under given -

conditions. If external noise renders the formerly visible target

invisible, there are tvo possible solutions to the problem: Increase the

strength of the transmitted signal, or reduce the effects of the noise.
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The first option is limited by the peak signal handling capability of the

transducers, and also potentially limited by the maximum safe level of

ult::asound. Even though deleterious effects of airborne ultrasound have

not been conclusively demonstrated (1), an unlimited increase in peak

acoustic emission does not seem advisable. Per3onal experience obtained

during this research indicates that the relatively low output of the

ultrasonic transducers available was sufficient to cause tinnitis for

short periods of time if the transducers were opeiated closer than one

metre from the ear. Therefore, the second option, that of reducing noise

effects, bears closer scrutiny.

"1.2 METHODS FOR XNCREASING S/N RATIOS IN PULSE SYSTEMS

Assuming that the transmitted signal strength is held constant,

there are two main methods for improving SNR in a pulse system. The -I

first is to use signal averaging techniques, which involves attaining

information from many pulses and averaging the results (51]. The second -

is the use of specially designed filter systems, termed 'matched filters'

[51,63]. Since signal averaging on a basic pulse system would greatly

increase the amount of time required to obtain a usable signal, these

systems usually apply methods designed to increase the amount of target -

information attainable during one pulse repetition time. Such techniques

as staggered pulses, frequency coded pulses, and chirped pulses are

commonly used. The basic operating principle behind these techniques -.s

that the transmitted signal is supplied with a time code which allows the

receiving system to determine the time of transmission. Such time codes

allow higher duty cycles, and raise the rate of target information

proport~.onately [63].
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Matched filtrr systems pass the received signal through filter

networks whose complex frequency response is specifically tailored to

maximize peak signal power to average noise power. Each of these methods

is capable of providing improved SNR, and they are usable separately, or

together. Obviously, a system which utilizes a combination of both

techniques is one which has the greatest probability of providing useful

ranging information under the high-noise conditions described above. The

two systems considered for development in this thesis both provide this

combination.

1.3 FREQUENCY MODULATED, CONTINUOUS WAVE RANGING

One method of providing time 'markers' to the transmitted signal is

to cause its instantaneous frequency to vary in a known manner with

respect to time. The receiver has access to the transmitted ou•put and,

as such, is able to decode the echo signals properly. This enables the

transrmitter to operate for a higher proportion of time during the pulse

repetition period, thus yielding a higher average power of both

transmitted and received sit'nals. An FMCW system is capable of greater

than 99% duty cycle. Although a basic FMCW system is not a matched

filter system (64], the addition of bandpass filters to the basic system

will make it perform much as a matched filter system and will allow

significant noise reduction. The improvement in SNR is a function of the

ratio of system output bandwidth to system input bandwidth, as will be

shown in Chapter Two. Further, the system can be easily modified so that

it can track one target while excluding others. The FMCW system was the

first type to be constructed and tested in the course of this research.

It indeed offers greE potential for noise reduction, and the

"modifications discussed in Chapters Two and Three yield a highly noise

immune tracking system. However, the method by which the system applies

---- ---- --
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time codes to the transmitted signal has a weakness in that it does not

provide a valid ranging signal for the entire ramping time. This

characteristic limits the ultimate noise reduction capabilities. This,

and difficulties with maintaining precision forced a search for systems

which were less limited in their noise reduction capabilities.

L.4 CORRELATION SYSTEMS

Correlation systems operate by transaitting a reference signal and

com•uIxarg received signals with a delayed version of the reference

signal. Skolni.k [64] ,'hows that such systems are matched filter systems,

and aa such will provide maximum peak signal power to average noise power

ratio at the system output. If a reference signal can be found which has

an extremely long period, then a correlation system can transmit this

signal continutously and receive echo information continuously, thus

allowing a 100% duty cycle without worrying about incorrect echo returns

from targets at long ranges. Pseudo-random bina sequences (PRBS) are

such reference signals, and are the ones which were used in the

experimental correlation systems discussed in this thesis. Correlation

systems are theoretically unlimited in their ability to enhance SNR,

given unlimited time. Newhouse [51] shows that the final SNR attainable

in a correlation system is a function of the bandwidth of the correlation

filter.

1.5 THESIS LAYOUT

The remaining chapters of this thesis detail theory and research on

the two types of ranging systems discussed previously. Chapters Two and

Three deal with the theory and experimental version of a modified FMCW

system capable of tracking movi.ng targets. Chapters Four and Five cover
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the theory and first experimental version Of a correlation system.

Chapters Six and Seven go into details concerning theory and design of an

advanced correlation system which was designed to overcome difficulties .6

encountered with *he first experimental c~rCelation system. Chapter

Eight covers additions and modifications to the advanced system which

allow it to track targets moving in both rarqe and azimuth (angle from 0

transducer to target). This tracking systeto t•ses dual receivers to

extract range and azimuth information, and Clrives servo-motors to keep

the transducers at the correct range and orientation with respect to the

target. Chapter Nine lists factors whiCh influence the advanced

correlation system accuracy, (termed secondary efects). In addition, it

details another correlation system modificationt Which will allow target

tracking using stationary transducers.

1.6 SUMMARY

The object of this thesis is to describe 4 discuss an ultrasonic

ranging and tracking system which would operate in the range of 10 cm to

1 meter and be capable of providing reliable ttvkig information under

conditions of high noise and clutter.

The approach is to explore two ranging sy4remO which offer potential

improvements in noise immunity over convention•j pulse-echo systems. The

first experimental approach uses frequency moc~lated, continuous wave
0J

transmission which achieves enhanced noise imDitity by filtering coupled

with increased duty cycle. The second experimental approach, and the one

which proves most successful, uses cross-coielation systems which use

pseudo-random binary sequences as the reference signal. The correlation

systems allow 100% duty cycle and are capable of using extremely narrow""

bandwidth filters.
I



CHAPTER TWO

FREQUINCY MODULATED CONTINUOUS WAVE RANGING SYSTEMS

Frequency modulated, continuous-wave transmission (FMCW) is one

method of attainiyig a high transmission duty cycle. In an FMCW system

the high duty cycle, and hence high average power, is achieved through rL

almost continuous transmission of a frequency marked signal. The

transmitted signal is frequency marked by changing its instantaneous

frequency in a predetermined manner. The received signal is compared

with the transmitted frequency, usually by a multiplication process, and

the difference frequencies can be extracted through filtering. In a

properly designed system, this difference frequency exists for a much

larger percentage of time than does a single pulse from a pulse-echo

system. Thus, the theoretical detection performance of an FMCW system
I

should be much higher than that of a simple pulse-echo system. These

theoretical advantages were recognized during the mid-forties [63], and

test radars using FMCW methods were constructed (3]. From that time

until the early 1980's, FMCW's main use seemed to be radar altimeters

(7,68]. However, the availability of fast digital frequency analysis has

made FMCW systems much more versatile. A state-of-the-art FMCW radar

tracking system is presently incorporated in the Tornado F2 NATO

interceptor which utilizes a Marconi AI.24 FMCW system (20].

------- --.
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FMCW based sonar systems were explored in the late fifties by Kay

131,323. He concluded that, given identical bandwidths and peak

transmitter power, an FMCW system offers potential advantages over pulse

systems due to the fact that the average transmitted power would be much

higher, thus yielding improved detection performance. Kay went on to

design and patent an FMCW ranging system for use by the blind [33,34],

and development of FMCW ranging systems is still an active field (20,243.

Aside from the work done by Kay and his associates, no further research

seems to have been done in air-based FMCW systems. An interesting note

is that there is evidence to indicate that bats use a form of FMCW for

portions of their in-flight obstacle avoidance (58].
6_

No attempts seem to have been made to use FMCW ranging in robotic
2.,

applications. It would seem that the requirement for single target

tracking in a noisy, cluttered environment would be an ideal application Ja
for this type of system.

2.1 FMCW BASIC OPERATION

A block diagram of a basic FMCW system is shown in figure 2.1. The

ramp generator provides a linear ramping voltage which drives the voltage
0|

controlled transmitting oscillator. The transmitting oscillator operates

in the freque-.cy range r to Gr, which is usually limited by the operating

range of the transducers. The frequency arriving from a target is

multiplied wish the transmitted frequency, and the difference frequency

is extracted through multiplication and low-pass filtering.

Figure 2.2 illustrates the transmitted, received, and difference

signals for one target. In this diagram, the transmitted signal is shown

starting at one frequency and terminating at a higher frequency. There

is no particular reason for ramping upward in this manner, and the
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diagram could just as easily have shown an downward ramp. However, there

are potential advantages to an upward ramp in that the Doppler shift due

to target motion produces a difference signal indicating the future

position of the target, rather than the past position, which we get with

a downward ramp. In figure 2.2, the target information is shown to last .

for a sizable portion of the ramping period. Note, however, that there

are periods in which the difference frequency is not a correct indicator

of target range. This is the phenomenon which limits the duty cycle of

the actual ranging information. Methods for dealing with invalid

frequenies are discussed in greater depth in a following section.

2.2 THEORY OF OPERATION

Assume the transmitted frequency is a sinusoid starting at frequency

wj rad/s and ending at urt rad/s with a ramping rate of k rad/sec . At

time t, the instantaneous transmitted signal can be expressed aq:

t(2.1)

A signal returning from a single target located at range r will require a

travel time of:

(2.2)

The signal present at the receiver at time t is:

2--(

S. . .. . ..... .. . . ..-- ----- -
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and the transmitted signal is:

(2.4)

The multiplier output is:

A3 cs(2Ztrot-c~e+kte- tt ke)C3(. te-t ) (2.5)

Equation 2.5 contains two terms, each with its own phase. The

instantaneous frequency of each of the phase terms is the first

derivative with respect to time and is:

2j_, 2 + Zk - kte (2.6)

for the first bracketed term and

d =-kte (2.7)

di.

for the se-ond bracketed term.

The frequency represented by eq 2.6 changes with time and is not a

useful indicator of range, the frequency represented by eq 2.7 does not

change with time and is only a function of range. An appropriately

designed low-pass filter section will remove the frequencies represented

by eq 2.6 and present the target related information in eq 2.7 for

further analysis.
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The spect.•um produced in the transmitted signal by this frequency

modulation is quite difficult to evaluate theoretically. However, the

relationship between the ramping frequency and transmitting frequencies

are such that the frequency modulation is considered to be wide band

(611. The width of the Spectrum produced by such frequency modulation is

very nearly the same as the system bandwidth [57,61]. Thus, the overall

transmitted signal bandwidth will be considered to be the same as

(• ), the transducer bandwidth.

2.3 RAMPING RATE, MAIhUM RANGE, AND MAXIMUM DIFFERENCE FREQUENCY

For robotics ranging applicationa, it is assumed that the signal-

to-noise restrictiona will be the result of a noisy operating

environment. Targets of interest will lie relatively close to the

transducers (probably within one meter) and, unless extremely high

ultrasonic frequencies are used, the system will not be range limited due

to atmospheric attenuation of signal returns from objects at this range.

Tr.

' ' ' , p-- S• P•--

Z 0

-INVALID DIFF£RENCE

FRFQUENCI-5.

1 ~VALID TARUTr 2.
gJ I FIPIFERNC1 FREQuJ-NCY

•---VALIO "MeQEr i -

DIFFSRENCE FREQUENCY

FIGURE 2.3 FMCW Ranging System

a) Transmit/receive signals (multiple targets)

b) Difference frequencies

--
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In order to establish a relationship between maximum usable range

S( R ) and ramping rate (k), consider figure 2.3. The system ramps from

LJro to (J, in TR seconds. Two targets, located at ranges rw and T ,

produce ret. rns which are delayed by times tel. and exe. During the first

ramp, target I produces a valid difference frequency lasting for a period

(p--t.,). Target 2 produces a valid difference frequency lasting (Tr-tet).

When the ramp restarts at Lr,, the difference frequencies change.. These

"new frequencies are incorrect in that they are not representative of the

* - true range, and they must be discarded. Since subsequent signal

processing stages cannot differentiate between the valid and invalid

frequencies, another method of eliminating them must be considered.

If the ramping rate is adjusted so that echoes from a target located

at maximum range begin not later than half the ramping period (T.

then valid difference frequencies will be equal to or less than half the

system bandwidth, and invalid difference frequencies will be greater.

The two sets of frequencies can be separated by appropriate design of the

low-pass filter which follows the multiplier. valid difference

frequencies will last. for almost the entire ramping time for targets at

close range, and a minimum of one-half the ramping time for targets at

maximum range.

The system can also be modified so that the transmitted signal is

ramped through the system frequency range in the maximum reflection time,

transmission terminated, ane the ramping continued for an equal amount of

time, with the ramp output still provided to the multiplier. This would

produce difference frequencies which would last for a period equal to one

half the ramping period no matter what the target range. This type of

FMCW system is the type used by Kay in his experimental work (32].

However, this effectively produces a 50% duty cycle for all target
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returns, no matter what the range.

One method of overcoming this prob~em is to provide more than one

reference signal for the multiplier input, and link the reference signals
. . "o -

in a predetermined manner. This could, in theory, provide a continuous

return from targets in the allowed range. Gough et al. [24] have

successfully demonstrated an FMCW system using this technique. Their

experimental system has no 'blind time' at all; that is, target

information is available all of the time. However, the difference

frequencies will contain abrupt phase discontinuities which will. occur

whenever the reference oscillator changes. These abrupt phase

discontinuities could adversely affect the tuned filter output.

Therefore, subsequent analyzis of FMCW systems in this chapter will

assume a ramping period of twice the amount of time required for a

transmitted signal to travel to a target located at maximum range.

However, it is realized that theoretical performance could be improved

somewhat by using more complex demodulation techniques.

Summarizing the conclusions re~ached in this section:

1. For a continuously transmitting FM system, the ramping rate will

be such that the ramping time is at least double the time

required for an echo to arrive from an object located at maximum

range. This eliminates incorrect difference frequencies.

2. Time of valid difference frequencies will vary from a maximum of

almost the entire ramping time for targets at zero range to a

minimum of one-half the ramping time for targets located at

maximum range.
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3. The largest frequency attainable from a target at maximum range

is half of the frequency range of transmission; ie, half of the

transducer bandwidth.

These relationships are shown in equations 2.8 through 2.11.

'-I

Tr - .i•,• _ (2.8)

k = Ic• (2.9)

14- R-

nT <Tt < (2.10)

(2.11)

2.4 RANGE RESOLUTION WITH BANDPASS FILTERS

Kay (31] found that range resolution in an FMCW system was

independent of system bandwidth, and this constituted a possible

advantage of an FMCW system over a pulse system. However, there is a

minimum range resolution which can be attained, and related to this, a

maximum reduction in external noise that can be attained. The following

theoretical development is different than that taken by Kay; however,

the reasoning used offers a useful alternative approach.

Multiple targets will produce multiple frequency returns, and if a

linear system is assumed, each frequency will ba a function of target

listance. Bandpass filters are the usual method of differentiating

frzequencies and the range resolution of the system will be govern.d by

the bandwidth of these filters. Theoretically, N filters of equal
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bandwidth covering the frequency range from dc to cY4, should allow a

resolution of R,,/N. What is the minimum bandwidth attainable given the

constraints of a limited response time? 2

As a first estimate, let the range of frequencies expected from the

the low-pass output lie between 0 and uraHz. Range differentiation is

accomplished by dividing this frequency range into N parts, each bandpass

filter having a bandwidth of uraL,/N. For a 1-zero, 2-pole bandpass

filter, the relationship between resonant frequency and operating

bandwidth is termed Q, or quality factor, and is expressed as:

(W= (FIr L VTERJ Ri--ONANT FIZESUENCY

%f-- FITEIE SANDWIOTW (2.12)

The limit to the number of filters, and hence range resolution, that

could be used to differentiate a given frequency range would at seem to

be limited only by the Q attainable. This would indeed be the case if

the difference signals could be made to last indefinitely. However, the

system bandwidth, coupled with ramp rate and maximum target range place

limits on the amount of time that a valid echo signal is received.

As shown in the previous section, a system which transmits the

waveform as shown in figure 2.2 will produce difference frequencies from

each target which last for a minimum time of half the ramping period.

Thus, the filter must respond to this signal within this time if a target

within the filter's range annulus is to be detected. The filter response

time must then be determined.

k%
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2.5 RANGE FILTER RESPONSE TIME

Assume a second order bandpass filter for each range section. The

filter response time to a sinusoid can be found by use of Laplace

transforms. Consider a second order bandpass filter with resonant

frequency (j, which has as its input a sinusoid at frequency ci. starting

at time t=O.

FIGURE 2.4 Bandpass filter time response analysis

The system transfer function is:

Y(s) X(y• ) F (2.13)

The system input is a sinusiod starting at time=O. In s notation this

is :

I

X(s) LJr (2.14)

and the filter transfer function is:

F(s) (&/Q) (2.15)

The filter output is then:

- -Y(,) =__ -(14)%r(2.16)S + t S+ +(
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Following some maniplaIcAtion, the inverse Laplace transform yields the

time response:

Y(t) .SnY S[1-W/.~)c.t (2.17)

If a Q greater than five is assumed, this ca.. be further reducP4 to:

Y-•) (Z__ e l>t (2.18)

The response tine for this filter to rise to roughly 63% of its

final output is:

(2.19)

From eq 2.12:

S= •/'•(2.20)

The filter response time then becomes:

.'.-- (2.21)

*'• From eq 2.21, it can be seen that the filter response time is a

function of its bandwidth. If a worst case response time of one-half the

ramping time is asSlued, eq 2.21 can be combined with eq 2.8 and 2.10 to

yield the minimum bandwidth attainable in the described system.

C (2.22)
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Thus %

bf =. (2.23) K,

The range resolution of th1e system can be related to the frequency

resolution by:

'L~f" Sf(2.24)

using eq 2.11 and eq 2.23, i.'. find that:

* A~,=2 (2.25)

where B;, is in rad/s. It should be noted that if the advanced system

described earlier were to be used here, an extremely narrow-band filter L

would not respond properly to a continuous sequence of target returns due

to the fact that theoe returns would not be phase coherent with each

other. Range resolution is thus a function of maximum difference

frequency, which is limited by system bandwidth. It will be shown in

section 2.8 that the reduction in noise is also proportional to the

minimum filter bandwidth attainable.

2.6 RANGE RESOLUTION WZT DISCUET SIGNAL PROCESSING

Frequency analysis of t7.e target signels may also be performed

digitally. Developments in the field of dedicated processors make

possible systems which wOtild have the capability of providing indications t_4

of all ranges without requiring many analogue filter networks. Although

systems which would give a real-time indication of range through discrete -

frequency analysis are quite expensive, this type of processing is



Page 2-14

presently utilized in a new FMCW based radar system (20]. Although

present-day prices for fast digital processing networks are too high to

be considered for low-cost sonar systems, it is interesting to note the x I

resolution attainable by frequency analysis techniques. Assume that the

largest frequency which exists at the multiplier output is c/r,•, (eq

2.11). If this signal is to be successfully sampled, the sample ;%l

frequency must be at least twice the highest frequency present (69]. The

sampling period is:

TS =:• (2.26) .

where c., is in rad/s. The number of samples in any time T will then

be:

Ns= Tit, T, (2.27)
Ts

If the discrete Fourier transform (DFT) is used to calculate the

spectrum, the number of discrete frequencies (real and imaginary)

available from the calculation will be equal to the number of samples.

If these components are placed into the more common amplitude/phase

format, the number is halved, and the total becomes:

NS --- Tlj (2.28)
2'rr

The frequency divisions, will be:

Va-a wd .. r o.ir (2.29)

And range resolution is: 4
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AP,.• ,., = _ . . = airc .z; _~ rc (2.30)

Lid,". Tr rdnaftm 4 Rw B;~ ff

which is approximately equal to that obtainable from analogue filtering.

However, digital procesaing could allow the magnitudes to be calculated

which would eliminate the phase problems associated with the continuous

return system.

However, there are additional considerations such as 'windowing' the

sampled function, and the frequency blurring which occurs due to the

difference between actual frequencies present and the frequencies

represented by discrete tfansform [693. These will reduce the resolution

somewhat.

2.7 TARGET TRACKING

Although multiple targets can be identified using multiple bandpass

filters, or by analyzing digital output, tracking a single target in a

cluttered environment is more difficult and would require complex

processing of all filter outputs (either digital or analogue). If the

bandpass filter approach is used, a single filter's resonant frequency

could be changed so that it would track a specific target. However, all
I

tracking techniques would require a 'hill climb' technique to ascertain

in which direction the frequency was changing. Such techniques would be

complex and difficult to implement.

The approach which will be discussed in this section involves

modifying the FMCW system in the following manner. Design one bandpass

filter which has a resonarit frequency wr and servo control the ramping

rate such that a target of the expected range produces this difference

frequency. When target range changes, a mea.3ure is made of the

difference frequency deviation from bandpass filter center frequency, and
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the ramping rate adjusted so as to drive the difference frequency back to

(Jr. This approach has been used in the design of radar altimeters

(7,68]. As here, the design goal was to reduce noise effects in the

system by reducing the system bandwidth. The filter also excludes

clutter, i.e., other targets not being tracked.

"nRANsMi-RE•?_

=---Iac~' E=rX V p 9SCEIVER

FIGURE 2.5 FMCW Tracking System

A block diagram of the tracking FMCW system is shown in figure 2.5.

The frequency analysis stage which follows the multiplier stage has been

replaced by a frequency comparator containing the bandpass filter "s

described. The output of the frequency comparator stage is a voltage

which is proportional to the deviation between the filter center

frequency and the incoming difference frequency, This voltage is used to

drive a control unit which causes the ramping generator to adjust to the

•orrect ramping rate. The overall system is now a frequency-locked -

system and can be described by the appropriate equations.
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This modified system no longer produces ranging information as a

function of filter output, and range must be extracted from either the

ramping control voltage or from a count of the transmitter output. The

% ramping rate is a function of the control voltage:

o-Ve (2.31)

In the constant frequency system, range is inversely proportional to

ramping rate.

r- LdC (2.32)

"Since range is inversely proportional to ramping rate, it is

therefore also inversely proportional tu control voltage. Although range

can be calculated by evaluation of eq 3.32, there is an alternate method

of obtaining range. The number of cvcles produced at the VCO output

during one ramping operation arei

NT +( o.kt)& L .- r +kT, (2.33)

Since

k (2.34)

then

"NT z...r. _ .M . (2.35)
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•"and since Lkra , ua and c are constants (for the purpose of this

analysis) the number of counts per ramp is directly proportional to

range.

2.6 IMPROVEMENT IN NOISE PERFORMANCE

In an FMCW system, the amount of noise reduction afforded by the

addition of bandpass filters is proportional to the ratio of filter

bandwidth over transducer bandwidth. Thus, for an FMCW system with input

bandwidth Bf, and output bandwidth Bf, the r.m.,. noise is reduced by a

factor of:

8'V (2.36)
mf

if input noise of constant spectral density is assumed. The output SNR

IS:

SNR r= (2.37)

Therefore, the ultiznate system SNR is a function of the wxdth of the

"final bandpass filter. Since this filter bandwidth is limited by the

system bandwidth, the ultimate system SNR is also limited. This is

potentially a limiting factor with the use of FMCW systems.

2.9 CONCLUSIONS

Given a ranging system of determined bandwidth, an FHCW ranging

algorithm can be implemented which will yield theoretically identical

results with a pulse system with respect to range resolution. However,

the system bandwidth reduction which can be obtained in an M4CW system
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through filtering allows an improvement on S/N ratio which is directly

proportional to the ratio of filter bandwidth to system bandwidth. The

maximum amount of bandwidth reduction -ossible is limited due to the fact 4

that accurate target information may only exist for a given time, which ...-

sets a limit on the minimum filter bandwidth. Either digital or analogue

methods may be used for extracting target information. Digital

processing, while offering potential advantages, would be much slower

than analogue processing in providing target tracking information. This,

of course, assumes the use of domestic or industrial digital systems, not • I

high-speed advanced systems such as those used in military hardware.

Single target tracking with enhanced noise immunity can be obtained

by servo-controlling the ramping rate so as to keep the target difference

frequency within the range of a narrow-bandpass filter. The system has

limits on the amount of noise reduction which can be obtained, but does 4

offer promise of usefulness in areas where the input SNR is such that a

pulse system would be greatly degraded. Chapter Three contains details

of the construction, testing, and evaluation of a Tracking FMCW system

and contrasts the performance with that of a basic FMCW system,



CHAPTER THREE

A TRACKING FREQUENCY MOD~LMTION CONTINUOUS WAVE RANGING SYSTEM

Chapter Two concluded that while usable amounts of improvement in

S/N ratios could be achieved by FMCW techniques, the range resolution and

overall S/N ratio were still limited by the frequen-y resolution possible

with a signal available for only a brief period of less than one

frequency sweep. However, the amount of S/N improvement which could be

gained seemed to indicate that an actual tracking FMCW system should be

constructed and tested under high- noise conditions. The tracking FMCW

system described below is modeled on the block diagram shown in figure

2.4. It is designed to track targets located at ranges of from 10 to 25

cm.

The basic system operation is as follows. The ramping generator

causes the transmitter VCO to produce the frequency sweep described in

Chapter Two. The echo signals are multiplied by the transmitter input

waveform and the difference frequencies are extracted. These difference

frequencies are compared with a reference frequency, with only the

difference frequency close to the reference frequency having any real

effect. Any deviation between these two frequencies is used to change

the ramping rate in a manner that drives the difference frequency towards

the reference frequency. In this experimental system, the reference

frequency is 5 kHz.
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Chapter 3 is divided into two sections: Section I deals with

general details of the electronics used in constructing the tracking

system. Section !I deals with the testing of the completed system. 7
Testing consists of ranging tests to verify proper system operation, and

high-noise tests in which the system's immunity to external noise is

evaluated. The high-noise tests are accomplished by attaching the

transducers to a welding robot and recording the range output during

welding.

SECTION I - FMCW TRACKING SYSTEM, CIRCUIT DETAILS

The tracking FMCW system block diagram is shown in figure 3.1. It

consists of a ramping generator, VCO, transmitter, transmitting/receiving

transducers, receiving amplifiers, frequency changer (multiplier),

bandpass filter/frequency comparator, low-pass filter, and proportional

.* plus integral control.

I RAMP'qENMAMOR

200

SFREGLUENCY COMPARATMR.

FIGURE 3.1 FMCW Tracking System
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Appendix A contains the schematic diagrams of the system as

described below. A2 contains the VCO, transmitter, high-voltage dc bias

supply, receiving preamplifier, and multiplier sections. A3 contains the

frequency comparison circuits. A4 contains the proportonal plus integral

controller and the ramping circuits. A5 contains the counter/display

circuits.

3.1 VCO AND TRANSMITTER

An XR-2207 integrated circuit serves as the VCO. The output

frequency is controlled by the current through one of four timing pins

any one of which is user selectable through the use of two binary keying

inputs. As configured in appendix A, the frequency output is determined

by the current flowing from control pin 6. This current is varied by the

control voltage provided from the ramping generator. A control voltage

of zero volts causes a VCO output of approximately 87 kHz; four volts

causes approximately 45 kHz. VCO output is centered on 4.5 volts.

The transmitting stage consists of two transistors and is a

conventional complimentary symmetry design with approximately unity gain.

The step-up transformer at the transmitting stage output increases the

voltage of the signal to be transmitted by a factor of approximately

fourteen for use by the transmitting transducers.

3.2 TRANSMITTING/RECEIVING TRANSDUCERS/HIGH-VOLTAGE POWER SUPPIY

The transmitting/receiving transducers used irt the FMCW system are

electrostatic types designed by L. Kay and previously manufactured by

Ultra Electronics, LTD, of London. The units used in this thesis are

fabricated at the Oxford Department of Engineering Science and shall be

referred to as Oxford transducers throughout the remainder of this
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thesis. The general construction of the transducer is shown in figure

3.2. The transducer diaphram is a plastic film (trade name: Melinex)

with a metallized coating on the outer side. The metal backing plate,

"together with the metallized diaphram, form the two surfaces across which

the signal is applied. The basic design features a grooved backing

plate, with grooves of 0.51 mm spacing. The rings on the backing plate

raise the transducer operating frequency by creating vibration nodes at

each point in which the backing plate contacts the diaphram, thus

reducing the effective diaphram width to that of the groove spacing.

- .SHIFLDED CASINQ

*/
AI GAP
SSTAXIONARY ELECTRODE

SIGNAL
IN?-rr

MIETAL FILM ON FpnNT OF

DIAPHRAGM

CONDUCTOR.

*iNSULTOR.

FIGURE 3.2 Oxford Electrostatic Transducer

Electrostatic transducers, with the exception of electret types,

require a constant dc bias for proper operation. The following analysis

applies for the transducer when used as a transmitter. The force exerted

on a transducer diaphram of area A (if fringing effects are neglected) is

(37,46]:

V; VOLTAGE BETWEEN -'ANSDUC.FT PJLATh •4METAL FILM

F = VaCA E; DIALECTRIC CNStN.-T.

2ci1; ELicTXooDE SPAcING. (3.1)
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where v is the voltage between the transducer plate and the metal film,

Sis the dialectric constant, and d is the electrode spacing. The force

is proportional to the square of the input voltage. An ac input signal

produces a forcing function which is a rectified version of the input.

This effect is compensated by adding a high-voltage dc bias (Vb,) to the

input signal.

F k (V,+V,) ; k=EA
Z~k' (3.2)

F" o( VbV~s-iVS' (3.3)

If V,>> Vs, the dominant time-varying term in equation 3.3 is 2V•V 5, and

the output waveform does not suffer from rectification as before. In the

receiving mode, a constant charge is maintained between the backing plate

and the diaphragm. Any force changes incident on the diaphragm produce

displacements which are translated into potential changes at the

transducer output because displacement changes the capacitance.

The Oxford transducers produce reasonable transmit/receive waveforms . -

when driven by 60Vpp signals (maximum) and biased at 220 volts.

Laboratory tests showed that exceeding either limit caused increased

distortion. All tests using electrostatic transducers follow these

operating limits. Frequency response tests on all transducers utilized

in this thesis are located iii Appendix E. _j

The biasing voltage is provided by the power supply shown in

Appendix A. The supply consists of a 555 timer wired as a 100kHz

oscillator with approximately 50% duty cycle. The oscillator controls

the transistnr which switches current through the step-up transformer.

The transformer output is rectified, filtered, and sent to the
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electrostatic transducers.

3.3 RECEIVER/AMPLIFIER

The receiving amplifier is divided into two sections: One section

is located in the transducer module, and serves as one-half of a cascode

gain stage. The other section is located on the main component board and

serves as the other half of the gain stage followed by a voltage

follower. The cascode circuit allows the transistor in the transducer

module to 'see' a low-impedance load, which reduces the effects of both

cable and collector-to-base capacitance, increasing the high-frequency

response. Circuit gain is approximately 140 at ultrasonic frequencies.

3.4 FREQUENCY CHANGING (MIXING)

The frequency-changing is done by the MC 1496 balanced multiplier

ic. The multiplier has provisions for balanced inputs for both input

signals, and balanced outputs for the product, The multiplication is

accomplished by allowing one input to control the current sources of a

differential amplifier (the other input), thus causing the gain to vary

as a function of the current source control voltage. The balanced output

is converted to unbalanced form via one section of the 324 quad op-amp.

The signal available at the op-amp output consists of the sum and

difference frequency terms as listed in equation 2.5. This signal is

4 hen passed to the frequency comparison section.

3.5 FREQUENCY COMPARISON

The frequency comparison section takes advantage of the fact that a

bandpass filter output has zero phase shift at its center frequency, and

lags or leads the input as the input frequency Coes higher or lower than
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the filter's center frequency. The method of producing a dc error signal

from an input frequency is shown in figure 3.3, The mixer output is sent

to a bandpass filter which has its center frequency the desired

difference frequency. The mixer output is also sent through a phase

shifter which shifts the phase of the difference frequency by 90 degrees.

The difference frequency used in this system was 5 kHz and the filter

bandwidth was 1 kHz.

SANDPASS ••OAI •

IAI
DIFFEaENCE

DIFF•EN~sINAL• •CONTROLI 46HZ

ci, .

FIGURE 3.3 Frequency Comparison Section

Both signals are then passed through automatic gain control(AGC)

stages in order to limit the magnitude of inputs to the analog

multiplier. Following multiplication, the signal is low-pass filtered so

as to leave only a term which will be a function of the difference

between the filter center frequency and difference frequency. Equations

3.4, 3.5, 3.6, and 3.7 represent bandpass, phase shift, multiplier, and

low-pass filter outputs. The filter output consists of a dc term which

represents the difference in frequency between the incoming signal and

the filter center frequency.

W A cos (wLt +'cc (3.4)
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where o< is the ft%4'.enCy dependent phase shift mentioned earlier.

b) = co(s (. 4 qo) (3.5)
PS%

!Mt) (20 (ZW~t + CK +q90") +COS (e 90*)} (3.6)

z z

Two automatic g4in control stages have been inserted between the

filter and phase Zhift outputs and the multiplier input. This was

required due to the fact that the MC 1496 multiplier places tight

constraints on the input amplitude of the signal. The gain control

stages insure that the input signal meets these requirements. The MC

1496 multiplier is used for the analogue multiplication, and is followed

by a current to voltage converter stage which also provides an unbalanced

output. The low-paga filter has a -3dB point located at approximately 16

Hz. The filter outPut is sent to the controller input.

3.6 RAMPING RATE COQX POLLER

The ramping tate controller consists of input buffer stage to

isolate the previous passive filter followed by an inverter stage wired

as shown on page A4.. The transfer function of the inverter stage

consists of a te" Which is directly proportional to the present value of

the input signal, and a term whict is proportional to the value of the

integral of paSt input values. Equation 3.8 is the controller transfer

function. The cokp~nent values chosen for the controller stage were not

chosen to maximi~e controller gain or to provide optimum integrator time

constants, they were chosen to provide a workable first attempt at system

control. The crotroller output is scaled and offset by the following
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stage. The positive/negative voltages output from the controller stage

are converted into negative voltages for use by the ramping generator.

V. - .? ScR+ i~ -~+f
VLS CR P ~ SCiR.2 (3.8)

3.7 RAMP GENERATOR

The ramp generator consists of three 324 stages: integrator,

comparator, and inverter. The integrating stage accepts the controller

input and produces a positive voltage ramp until its output voltage

exceeds the reference voltags of the comparator stage (approximately 4

volts). When this voltage is exceeded, a transistor discharges the

integrating capacitor, the comparator is reset, and the integrating

process begins again. The output of the integrating stage is also sent

to the VCO input to provide the VCO ramping control voltage. Ramp output

ranges from 0 to approximately 4.2 volts.

3.8 RANGE READOUT

As shown in Chaptez Two the control voltage varies inversely with

range and cannot be directly used as a measure of range. Direct range

measurements require an actual count of the transmitter cycles during one

ramp cycle. During ranging operation, the ramping is continuous, and the

counter outputs would change too rapidly to be seen. Also, the ramp

frequency varies from approximately 89 to 222 Hz for targets located in

the range from 100-250 cm, requiring an interface to cause only every

100th ramp to be counted. The interface/controlling circuitry performs

the following functions: counts the transitions of the comparator

section of the ramping generator and marks each one- hundred counts,



i-,,• Page 3-10

holds the counter input active during the hundredth count ramp, and

latches final count to the output display when the count is complete.

This method of range readout is obviously a compromise. A more accurate

system would count over many ramping periods and average the results.

SECTION II - FMCW TRACKING SYSTEM RANGING TESTS

3.9 FMCW TRACKING SYSTEM TESTS - LOW NOISE

The FMCW system was range tested using a 19.5 mm disc as target and

noting both control voltage and counter output as a function of target

distance. Table 3.1 lists ramp control voltage vs range system test

result, and Figure 3.4 shows the results in graph format. The ramp

control voltage follows the inverse range relationship shown in eq 2.32.

RANGE RAMP CONTROL
(cm) VOLTAGE

80 -3.69
90 -3.29
100 -3.04
110 -2.78
120 -2.55
130 -2.37
140 -2.23
150 -2.07
160 -1.95
170 -1.84
180 -1.73
190 -1.65
200 -1.58
210 -1.50
220 -1.44
230 -1.39

Table 3.1 - FMCW Tracking System, Ramp Control Voltage vs Range
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Theoretical count values were obtained by substituting system parameters

into equation 2.35. The relationship obtained for the number of counts

(C) as a function of range r (in cm) is:

J = 32.3,.- (3.9)

where Br,=240.65 krad/s, Ud= 31.42 krad/sec, and 'Jc.=571.14 krad/s. The

experimental system uses a negative ramp. That is, OLj > . Therefore,

the sign of the B4-, term in equation 2.35 is negative for this system.

4I

Theoretical and actual test values are contained in Table 3.2. The

agreement between theoretical and actual count ranged from within 1% for

the 10-15 cm range to 7% for the 25 cm range. While these figures

indicate that the system is operating correctly, they contain far too

much error to ba used as an accurate measuring system. The counter

output varied ± 3 counts while performing ranging on a stationary target.

This variation could be reduced by attention to the ramping generator,

VCO, and loop characteristics. As the circuit is designed, the ramping

generator is not immune to small variations in the power supply, thus

I
introducing ramp nonlinearities as a function of power supply voltage.

Also, the VCO operates asynchronously from the ramping circuit,

introducing another source of count variation. Finally, the loop gain

chosen for the test system was done in a very informal manner. Closer

attention to all stage gain parameters would allow a higher loop gain.

In addition, the frequency comparator stage was an obvious first attempt,

and its design could be improved so as to provide a more linear operation

at the center of the filter bandpass. However, the system operation was

judged sufficient to allow the prototype system to be tested for noise
I
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effects.

RANGE COUNT COUNT
(cm) (theoretical) (measured)

7.5 242 255
10.0 323 327
12.5 404 400
15.0 485 479
17.5 565 555
20.0 646 627
22.5 727 693
25.0 808 752
27.5 888 856

Table 3.2 - FMCW Tracking System, XMTR Count vs Range

3.10 FMCW TRACKING SYSTEM TEST - HIGH NOISE

The FMCW system was installed on an ASEA IRB-6 industrial robot and

adjusted to measure distance to a flat-plate target which was to be MIG

(metal, inert-gas) welded. The control voltage output was used as a

range indicator for this test, as the goal of the test was an evaluation

"of the noise-immune properties of the system. The transducer module was

attached to the welding torch as shown in figure 3.5, and the robot was

programmed to move the torch in the route shown in figure 3,6. The

ramping rate control voltage was used to determine noise immunity. The

ramping rate control signal was attached to the y-axis of the chart

recorder and the control voltage was recorded as a function of time.

A typical test result is shown in figure 3.7. The first portion of

the output shows a 'dry run' in which the robot/transducer assembly was

moved over the targets., but the current to the welding torch was not

activated. In the second portion of the graph weldinq current is &pplied,
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the metal pieces were welded, and the ramping control voltage was

recorded as before. The welding inteference detected on the second

portion of figure 3.7 is noticible, with approximately 300mv peaks on

sheet one, and occasional 600-1000 mv peaks on sheet two. Contrast this

performance with figure 3.8, which is the range output of a conventional

FMCW system used in a similar test. The conventional FMCW system u3ed a

fixed ramping rate, and obtained range values by converting a

zero-crossing count of the difference frequency into a voltage

proportional to range. When welding is started, ranging information is

completely destroyed by the noise. The ranging information provided by

the tracking system, while degraded, is still useful, though not accurate

enough to provide more than very low-tolerAnce ranging information.

3.11 CONCLUSIONS

The results of the low-noise and high-noise tests indicate that an

FMCW tracking system is potentially superior to conventional FMCW systems

when both are used in high noise environments. Although comparable noise

reduction could be obtained in a conventional FMCW systems through narrow

bandpass filters, many filters would be required to track a target which

changes range. In addition, tracking would involve complex circuitry in

addition to the many filters required. The FMCW tracking system contains

only one bandpass filter, and target tracking is an integral part of its

design.

The ultimate bandpass limitations mentioned in Chapter Two played an

important part in the decision to halt development of the FMCW Tracking

System, and explore alternate methods of noise-immune ranging. However,

the present system performance and accuracy could be improved by
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attention to the following details:

1. Linear Ramping rate: Non-linearities in the ramp produce

additional frequency modulation, and affect ramping time. The

present ramping generator is suceptible to power supply

fluctuations, and also to noise in the ramp control voltage.

2. Redesigned frequency comparator section with attention given to

producing a linear output function for frequencies close to the

center frequency.

3. Adjusting loop gain so that it is at a value which is closer to

optimum. The present system was a first attempt at establishing

workable loop gains. Also, adjusting the integrator time

constant to provide more optimum control characteristics.

4. Lowering the cutoff frequency of the low-pass filter following ,

the-frequency comparison stage. The present cutoff of 16 Hz was

much higher than needed.

PATH P"T

Sm.- WELD

7_7

1'• -- I-

CONVENt IONPL :MCW.
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RANDOM SIGNAL COREIATION

P..
Random signal correlation offers potential advantages over pulse and

FMCW systems discussed in previous chapters. The advantages lie in the L

fact that the random nature of the transmi.tted signals allows 100% duty

cycle to be attained, while the correlation of the received signal with

delayed versions of the transmitted Signal allows the system to operate

as a matched filter system; that is, it will maximize the ratio between

peak signal power and r.m.s. noise Power. Both of these features will

allow system SNR to be much higher than for a simple pulse-echo system.

Further, there is no theoretical lizit to the improvement in SNR

available at the output of the integrator, provided one is preparea to

wait long enough, and also if the target is stationary.

C0RTELAORm_____

. • ~~TARGET.'",

COR•E:L•kTOP, •

our~ur
OUTPUT tion yt

FIGURE 4.1 Random Signal Correlation System
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4.1 BASIC CORRELATION SYSTEM OPERATION

The basic random signal correlation system is shown in figure 4.1.

In this system, a random signal is transmitted and reflected from the

target. The reflected signal is received and multiplied by a delayed

version of the transmitted signal. The multipl.ier output is then summed

by the integrator. The integrator will produce a maximum output when the

system delay is equal to the target delay. The expression for the cross

correlation of two signals is:

IaT

ox: p

T

R99() af(L)(>)t ;, (4.2)
_-T-

For purposes of this analysis, all amplitudes have been normalized to

one. However, in a re:al system, received amplitudes will obviously be a

function of transmitted signal amplitude, range and target reflectivity.

Since the integrator output would theoretically rise without limit when

presented with a continuous signal and a target at the correct range, the

integrator can be approximated by a low-pass filter which will give a

'short-time' average of the multiplier output. This filtered output can

be expressed as:

where h(Y6) is the low-pass filter impulse response.
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4.2 GENEPATION OF LONG PERIOD SIGNALS WITH SUITABLE CORRELATION

FUNCTIONS

A correlation system requires a reference signal which has a

precisely definable correlation function, yet which has a period long

enough that the correlation function does not repeat itself so often that

it cannot be used for ranging. One type of reference signal fulfilling

these requirements is pseudo-random binary sequences.

It is possible to configure digital shift registers so that they

produce signals which will act somewhat like random noise for purposes of

cross-correlation. Such digitally generated sequences are most often

referred to as Pseudo-Random Binary Sequences (PRBS). They are also

called linear recursive, and binary shift sequences (64]. The simplest

method of generating a PRBS is to use a binary shift register which

utilizes modulo-2 addition (no carry) of selected cells with th- sum

being fed back into the shift input in the manner shown in figure 4.2.

The register is pre-loaded with a number other than all zeroes and then

is clocked at the desired rate.

A binary register of length m has the capability of holding 2m

different states, or values, within the register before any particular

combination is repeated. If the values in a binary shift register are

combined in a certain way and the resulting value fed back into the

register input, it is possible to cause the shift register to attain a

1.amber of states which is one less than the maximum number of states.

This number is called the maxlength [27] and it is equal to:

M=2--. (4.4)
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The reason that the maxlength differs from the maximum number of states

is due to the nature of the feedback system chosen. Note from figure 4.2

that the all-zero state could never change once entered. A proper choice

of feedback taps will allow a shift register to attain all possible

states except for the all zero state before repeating. Horowitz (27]

contains a short listing of feedback connections which will produce

maxlength sequences from shift registers. PRBS sequences have an

auto-correlation function shown in figure 4.3. This correlation function

is true only for contiiiuous transmission of the random signals. If

transmission is truncated, the correlation function develops sidelobes

which are called 'self noise' [19]. There are special pseudo-random

codes which do not display self-noise when transmitted in bursts. Among

these are Barker Codes [63] and Golay Codes (42]. Since the system

described in this thesis transmits continuously, the problem of

self-noise will not be considered.

4.3 SPECTRA OF DIGITALLY GENERATED NOISE

The correlation function shown in figure 4.3 is valid only if the

signals which are transmitted and received are not changed in any way by

the ranging system. If the transmitted signal is not to be degraded

seriously, the system bandwidth must be equal to or greater than the

signal bandwidth. Therefore, the power specatra of PRBS noise must be

investigated.

Since the auto-correlation function is the Fourier transform of the

power spectral density (70], the PRBS spectrum can be evaluated from

figure 4.3. It can also be directly evaluated from the PRBS sequence by

* taking the Fourier transform of the sequence. Although, strictly
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speaking, a periodic function is described by a Fourier Series, the

random binary sequence can be hypothesized to be non periodic and of

arbitrary length 2T, with bit length b. This hypothesis allows the

Fourier transform description of the sequence:

f-F(Qe-('A =f e- di (4.5)

where V•/- is a normalizing factor to make amplitude independent of length.

Since f(t) consists of 2T/b discrete periods where the amplitude is

hA, equation 4.5 can be altered to the following:

FG~)f P, bitc. (4.6)

where Ai =_+A as appropriate, and tL =bit centre.

F~juw) 6A( .7

Since the value of A is random, the bracketed term can be written

as:

.(4.8)

where the root term is the expected amplitude of 2T/b terms of amplitude

:LA and random phase where 0((j) is a random phasf. function. Equation 4.7

becomes:

f(t ) is . T n ft riodic, the,. Cactua qM•.9ct)wl consis of

Since f(t) is in fact periodic, the actual -spectrum will consist of
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discrete frequencies spaced at integer sub-intervals of the register

clock frequency fc as shown in equation 4.10 r'7..

Fr , .... (4.10)
M

The power spectrum is F 2(jw) and the envelope of the discrete spectrum is

shown in figure 4.4.

Note that the half-power point is located at approximately 45% of

the clock frequency, and that the main portion of the signal energy lies

within the first zero crossing of the power spectrum, which is located at

the clock frequency. Thus, a system of bandwidth equal to or greater

than ur will pass the PRBS pulses with essentially no distortion.

4.4 METHODS FOR ALTERING THE CORRELATION FUNCTION

While a ranging system having the correlation function shown in

figure 4.3 would allow range to be calculated, additional time and

complexity is required in order to resolve the ambiguity caused by the

fact that a given cross- correlation value may be produced by one of two

delay values, as is shown in figure 4.5. In order to resolve this

ambiguity, the ranging system would be required to change the relative

delay time in some manner and note the results. This could be time

consuming.

%' .-
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PIGURE 4.5 Ambiguities in the Auto-Correlation Function

If cross-correlation is to be used for control purposes, a more

desirable function would be that shown in figure 4.6. With this modified

function, a positive range error will produce a correlation output of one

polarity, and a negative range error will produce a correlation output of

the opposite polarity. This modified function is an 'odd' function, tbat

is: f(-r)=-f(.). Like this, it could be used as a direct input to the

corrective circuitry. In order to achieve this modified correlation

function, either the transmitted or the delayed comparison signal must be

changed in some manner.
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FIGURE 4.6 Desired Cross-Correlation FurLction

One method of determining the form of signal modification needed to

produce a cross-correlation function such as that of f±gure 4.6 is to

examine the cross-spectral density of the correlation function. Let f(t)

and g(t) be two signals which are to be cross-correlated. As before,

these signals will be random, not necessarily identical, and of

arbitrarily long period 2T. The signals then each have Fourier

transforms which we will define in a slightly inconventional way as:

-T

The (-•) term is added as a normalizing factor and will became claar in

the following text. The tim functions f( t) and g( t) can be expressed as

the inverse Fourier transform of their respective frequency functions: p.

(4.11)

f :
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•r-

Referring to equation 4.2:

ZrT

=.:i. (4.16)

Rearranging the integration order of eq 4.16, we find:

T

ZT i- OL+(4.18)

This is an expression for the cross spectral density of the two

functions. Since the correlation function Rf, (?) is real,

R * (4.19)

where * denotes the complex conjugate. We can then say.

(420
C 

-

Thus, the cross-correlation function R% (2") is the inverse Fourier

transformation of the product of the two spectral densities (or the cross

spectral density) of the two random functions. Conversely, the cross

spectral density function must be the Fourier transfo". of the
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cross-correlation func±tion.

o:w) 5  (4.21)f .
where

The desired shape of Rf (2) is odd, as in figure 4.5. Re-writing

eq 4.21 in sinusoidal form:

Co - Y 1r ý Y- 01

If Rf is odd, the cos(c•rya) term drops out, and the equation may be

reduced to:

4ý W) 23jR~ Fr q)c4' (i FL~ju). (4.24)

the
Equation 4.24 gives a method for determining~required cross-spectral

density function knowing the general shape of the required

cross-correlation function. Since S9 (jw) is imaginary for all w, the

two functions F'(jw) and G(j) must be ninety degrees out of phase with each

other throughout the frequency domain. In other words, an odd

cross-correlation function will be obtained if the two signals to be

cross-correlated have the following frequency relationshipt

SAr F(a)- Arg(G-) 9+o (4.25)
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Given one waveform, there are many ways of obtaining this phase shift in

a related waveform. Among them are:

i. Differentiate or integrate an odd number of times.

2. Hilbert transform

3. Phase modulation

4. Time shifting

Items one and two produce ninety degree phase shifts by their very

nature. Items three and four can, under certain conditions, also create

the desired phase shift. The method selected must provide not only a

phase shift, but must also shift the spectrum such that the signa.l to be

transmitted is located in a usable portion of the transducer bandpass.

Since the cross-correlation function relies on the cross- spectral

density of f(t) and g(t), there must also be large areas of overlap if

significant energy is to be located within the overlap region. As was

shown earlier, the basic PRBS power spectrum starts at almost 0 Yz and

contains the majority of its energy in the band below clock frequency.

This signal is therefore not suited for transmission in the ultrasonic

region unless the clock frequency is made much greater thaut the

.transducer operating frequency. However, if this is done, the bandwidth

of the transmitted signal will be too great for undistorted transmission.

The next section will examine methods for raising the PRBS spectXtU to

the ultrasonic region while simultaneously shifting the phase by, the

required ninety degrees.
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4.5 METHODS OF PRBS FREQUENCY/PHASE SNIFTING

Method one, that of differentiating or integrating an odd number of

times, will produce the required phase shift. It will also change the

PRBS spectrum, emphasizing higher frequencies in the case of

differentiation, and lower frequencies in the case of integration.

However, the spectral changes are not sufficient for operating in the

unltrasonic range, and these methods were judged to be unsuitable for

further development. Method two, the Hilbert Transform, while providing

the required phase shift, does not shift the frequency, and is also

difficult to implement. It was also discarded. The remaining methods

show some prcmise.

0 1 1 0 o o 0 BINARY VALUE -

- - -I ' - - - - -- -

o 9PL777SLV OUTPUT (A)

~ KLJ.F1V11FL CLOCK )

-. ,__ t rHAS. MODULATED OUrPUT

(A018)

FIGURE 4.7 PRBS Phase Modulation

Method three, phase modulation, refers to a specific form of

modulation by the PRBS signal in which each bit of the original sequence

is replaced by one complete cycle of either positive 'or negative phase

[63]. For example, for a 'one' (or positive) output of the PRBS shift

register, the phase-modulator output is (+l,-l), while for zero, (or

negative) PRBS output, the output would be (-l,+l). A sample of a PRBS
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and phase-modulation by a square wave of the same frequency as the PRBS

clock is shown in figure 4.7. The PRBS output is represented as digital

(0,1) values, but the phase modulator output is represented as bipolar

(+i,-i) outputs which would be sent to a transmitting transducer.

If a PRBS of amplitude t A is multiplied by the clock frequency of -

amplitude B, equation 4.lý can be modified as follows:

L tz+6

her €(J() iaradmhsefunto asL e n ew + .8 k s ae -ju see (4.26

(4.27)

k- er(.7
A9

e (4.28)

FT NoRmP~iziwG FAcroz..

where 0(tu) is a random phase function as in eq 4.8. As can be seen from

equation 4.28, the phase has been shifted by ninety degrees compared with

the PRBS spectrum, and the phase-modulated spectrum lies around the

carrier frequency. This does not present a problem as long as the

transducers are able to pass the signal bandwidth, which is now twice

that of the original PRBS bandwidth. The power spectrum of a

phase-modulated PRBS signal is shown in figure 4.9.

Method four, time shifting modulation, makes use of the

time-shifting theorem of Fourier analysis. A signal shifted in time

retains the same spectrum, but undergoes a shift in phase as shown in

equation 4.29.

X.( (4.29)

where denotes the Fourier transform.
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Consider a shift register ks Shown in figure 4.8, having a shift

time of bit length b and with the summing amplifier connected to cells

(i) and (i-1). -

- .- - - t -........ -" - -- OLn'Pu'

FIGPRE 4.8 Time-Shift Modula0ior
C~ 4

If the zero time shift refefence is considered to be halfway between

the registers, the resulting output can be expressed as follows:

The frequency functiin is then%

Q(Sw) =FFj•)ej'4)+ F e-j (4.31)

= F~(jtu) Zj 5sinfm (4.32)

As can be seen in equation 4.32, the phase has been shifted by

ninety degrees. Agein, the s9ectrum has been altered. Signals of medium

frequency are little affected, Dut low and high frequency signals will be

attenuated. The power SpeCtfum of the function defined by eq 4.32 is

shown in figure 4.9. As can 13% seen from reference to figure 4.9 which

shows the power spectra of a PIS signal, the phase-modulated and one
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F specific time-shift modulated PRBS power spectra, these two methods do

indeed shift the PRBS spectrum to a point where they may be usable by

appropriate ultrasonic transducers. These methods will be utilized in '.

the experimental cross-correlation system described in Chapter Five.

4.6 EFFECTS OF TIME-SHIFTING ON CROSS-CORRELATION FUNCTION

The cross-correlation function obtained from the time-shifting

method described above will be a mathematically odd function as

previously described. Its exact -shape could be obtained by taking the

inverse Fourier transform of the cross-spectral density of the original

PRBS and the time-shifted PRBS, a difficult calculation. It could also

be obtained by direct computer calculation of the correlation function.

However, a third method will not only yield the cross-correlation

function, but also will provide an insight into methods for creating many

other cross-correlation shapes, which will prove to be of value in

chapter Six, dealing with advanced correlation systems.

Since the time-shifting system of figure 4.8 is linear, the effect

is the same as that of adding the cross-correlation functions which would

result from each tap. When the two cross-correlation functions are

added, the fina.l cross-correlation function is the superposition of the

individual functions, as is shown in figure 4.10. Note that other shapes

can be obtained Dy simply varying the positions of the taps, and also by

varyinc the effect of each tap (the tap weighting). Figure 4.11 shows

the calculated cross-correlation function for two separate tap

selections. The spectra of the time-shift functions shown in figure 4.11

can be evaluated in a manner similar to that descril e-. in eq 4.30 through

4.32.
I'
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4.7 RANGE RESOLUTION, RANDOM SIGNAL CORRELATION SYSTEM

The range resolution of a random signal correlation system is a

function of the width of the correlation function. Targets located as

distances such that the correlation functions would coincide would not be

able to be differentiated by the control system. A reasonable assumption
6

concerning the cross-correlation function shown in figure 4.3 would be

that a target spacing of a distance equal to that traveled by sound in

air during one bit time would be the minimum target resolution, since the

original. cross-correlation function is two bits wide. This is expressed

in eq 4.33. The modified correlation function has a width of 2 bits in

the case of phase-modulation and three bits in the case of time-shift

modulation (see figure 4.10). Using the same reasoning as before, this

yields a range resolution for a phase modulation system which is equal to

that of the unmodulated PRBS system, and a range resolution for the

time-shifted system which is larger by a factor of 1.5.

Figure 4.9 shows that there is a tight relationship between clock

frequency , signal bandwidth, and center frequency. If a transducer has

an extremely high centre frequency, the PRBS clock can be adjusted to

provide signals around this frequency. However, the bandwidth will

increase dramatically, and the transducers will distort the transmitted

and received signals unless they are capable of handling this bandwidth.

This link between PRBS bandwidth, modulated signal bandwidths, and

transducer center frequencies and bandwidths will prove to be a problem

with existing systems.
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4 .8 NOISE REDUCTION CAPABILITIES, RANDOM SIGNAL CORRELATION SYSTEM

Sko!Aik (64] shows that correlation systems are matched filter a
systems. As such, a correlation system will maximize the ratio between '--

peak signal power and average noise power. Further, the nature of the

PRBS signal is such that the correlation system provides target

information continuously, as compared to the basic pulse system, which -

can provide information concerning each range resolution element only

once per pulse repetition cycle (64]. Newhouse (51] has shown that the

ultimate signal-to-noise improvement capability of a correlation system

can be expressed as:

(4.33)

ZNFRE; SIGNAL-TO-NMSE RATIO ENHANCEMENT

Where 8, is the system input bandwidth and T is the time of integration,

or time constant of the low-pass filter. 'Elias (15, 16], Newhouse

[50,51], Chapelon (11], and others have demonstrated signal-to-noise

ratio enhancement values of over 10,000 using these types of systems. As

such, the potentials of a correlation system seem sufficient to merit .

closer consideration. It seems as if this particular method of providing -

both matched filtering and 100% duty cycle will provide one of the best I

chances of achieving a usable signal from a system designed to be

operated in the presence of noise and clutter.

4.9 CONCLUSIONS

The results of this chapter can be summarized as follows.

Correlation systems offer a potentially useful method of providing high

signal-to-no: .e ratios along with high duty cycles. Digital generation

of pseudo-noise is the most efficient and economical method. Such a
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noise source is stable, easily delayed, can be made arbitrarily long (if

sufficient shift register length is available), and has a readily

definable power spectrum. Cross-correlation functions of the type

desired for control purposes require shifting the PRBS signal by ninety

degrees and cross-correlating this modified signal with the unmodified

one. In addition, ultrasonic transducer operating frequencies require

shifting the PRBS spectrum to a position more efficiently usable by the

transducers. For transducers whose centre frequency is approximately the

same as that of the PRES clock frequency, these considerations are met by

two methods of signal modification. phase-modulation, and time-shifting

modulation. Both of these methods shall be implemented in the

experimental system which will be described in Chapter Five.

I



CHAPTER FIVE

AN EXPERIMENTAL CROSS-CORRELATING RANGING SYSTEM

Chapter Four showed that random signal correlation systems are able

to increase the signal-to-noise ratio by a large amount through filtering

and a high duty cycle. Further, it demonstrated methcos of digitally

generating suitable noise-like qignals and how to modify these signals so

that their cross-correlation functions would be of desired form. The

modifying processes were termed phase-modulation and time-shift

modulation. These methods are used in the experimental cross-correlating

system described below. The system utilizes the same electrostatic

transducers as did the FMCW system as well as another make of

electrostatic transducer which was obtained after the FMCW experiments

were completed. Both sets of transducers have nominal center frequencies

- of 60 kHz and -3dB bandwidths of approximately 20 kHz. This chapter

*. describes system construction and testing, along with a modification

designed to improve transducer frequency response. The experimental

system described in this chapter will be referred to as a Type I System.

Systems similar to the type I system have been used extensively by

researchers in the field of non-destructive testing (15,16,38,50,51), as

well as in the field of medical ultrasonics [11,54]. Phase modulation,

in particular, has been the primary means of placing the PRBS spectrum

nearer to the transducer operating frequencies. Although these systems
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are widely used and documented, few researchers have attained

cross-correlation functions which resemble the theoretical ideal function

shown in figure 4.3. This is due to the fact that the transducer .

bandwidths are not high enough to pass the PRBS signal without

significant distortion. "Thi• chapter discusses a first attempt at an

experimental cross-correlation system which has user selectable

phase-modulation or time-shift modulation. The chapter covers general

details of circuit construction, followed by correlation tests of the

Type I system. Following the tests, a method is described and 6

implemented which attempts to bring the transducer bandwidth more in line

with what is needed to pass an undistorted signal. The results of the

modified system are discussed.

The correlation tests use five pairs of Oxford transducers (as

described in Chapter ltree) and two pairs of Polaroid transducers. The

Polaroid transducers are also electrostatic, and their operating

characteristics are such that they are capable of being used in place of

the Oxford transducers without any circuit modifications. As will be

seen in the results section, the system performance is very much a

function of the transducers used. Since both sets of transducers varied

widely in their responses, it was felt that a realistic appraisal of -

system performance should include a representative cross-section of

transducers taken from what was belie ;edi to be a typical production run.

Frequency response tests of all transducers used are shown in Appendix E.

5.1 TYPE I CROSS-CORRELATION SYSTEM- LAYOUT AND OPERATION

The block diagram for the Type I system is shown in figure 5.1.

This system is construc-ed in modules consisting of two plug-in circuit

boards, transmitter/receiver chassis, and transducer module. The
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schematic diagrams for the system are contained in Appendix B.

Photographs of the components described in this chapter are also a

contained in Appendix B.

5.2 TYPE I SYSTEM, MASTER OSCILLATOR/DIVIDER STAGE, (BOARD 1)

Figure 5.2 shows the block diagram. for board 1. It consists of a

master oscillator, divider stages, PRBS generator, time-shift and phase

modulation circuitry, and a transmitter driver stage. The master

oscillator uses a single transistor (2N3904) whose swi.tching rate is

controlled by the 1 MHz crystal. Use of crystal control allows the high

clock frequency stability necessary for ranging and tracking. The

oscillator output is fed to the first CMOS divider stage (4522) which is

configured to divide by three, producing a 333.33kaz output. This is in

turn divided by two by a 4027 3K flip-flop wired so as to toggle every

other clock pulse. This arrangement was originally used in order to

provide a 333 kHz signal for an earlier cross-correlation system. The

system as finally developed had no need of the higher frequency signal;

however, it was left in as wired. If rebuilt, the 4522 could simply be

wired to divide by six. The 166.67 kHz output is again divided by two, .

producing an 83.33 kHz output which is used by the PRBS generator and the

"phase modulatioa, system. The 167 kHz output is needed in order to remove

switching problems from the phase modulation system. This will be

explained in a subsequent section.

* I
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sequence was used for all correlation tests. It provides for a maximum

range of roughly 421 cm, which is calculated using the following

relationship:

= ZO4'4c (5.1)
2.f,

where c at 20 degrees Celcius is approximately 343 in/sec [28]. Increased

range can be obtained by selecting other feedback taps. Each tap pair is

summed modulo-2 (EX-OR) and the inverted sum outputs are switch selected

to be fed back to the shift register input. The inverting stage is

necessary to allow the system to have an all zero state from which to

start. The all zero state is normally excluded, since once entered can

never be left. However, the addition of the inverter stage makes the all

one state the excluded state. This revision allows the RST function on

the shift registers to return them to the all zero state, thus making

system start up and delay timing easier.

The shift register clocking rate was 83.33 kHz, which provided a

PRBS bit rate of 83.33 kilobits/second, with a bit length of 12

microseconds. The PRBS power spectrum thus produced contains the

majority of its energy in the band below the clocking frequency, and has

a half-power point at approximately 38kHz.

5.4 TYPE I SYSTEM, PHASE MODULATION/TIME SHIFT MODULATION, (BOARD 1)

The phase modulation section consists of an EX-OR gate which has the

PRBS signal as one input and the PRBS clock as the carrier input. This f_•

produces a signal whose phase (with respect to the clock) is either

inverted or noninverted, depending upon the logic value of the PRBS

signal. This system is modified to include a latch at the EX-OR output.
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This modification is included in order to eliminate switching transients

which occur twice each clock cycle. These transients are due to the

difference in switching speeds between the 4015 shift registers and the .

4070 EX-OR gate. The 167 klz sianal is used to latch the EX-OR output

after it has stabilized. This provides a clean output signal from tue

phase modulator. As shown in Chapter Four, the phase modulator output

spectrum will be twice the bandwidth of the original PRBS signal, but

will not be symmetrical about the phase modulation frequency.

TARS or1-01

FIGURE 5.3 Type I System, Time-Shift Modulator, Board 1

The time shift modulation section consists of an LF 351 high speed

op-amp which is wired as shown in figure 5.3. The weight given to each 1

tap is a function of the resistance used to connect the tap with the

amplifier input. The time shift input signals are taken from an

additional 4015 shift register, and correct choice of resistor values

will provide desired weights for each input, with a maximum of eight

inputs allowed. In normal practice, however, only two taps are used,

with weighting values of plus/minus one. These values produce the

desired phase shift necessary for the desired cross-correlation function. " -

The additional shift register was not strictly necessary, as desired time -

delays could be obtained by tapping the PRBS generator shift registers. -
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However, it was added so that an additional delay would be provided for

the time-shift modulation system, making comparison tests easier.

The output of either the phase or the time shift modulator is

selected by SPDT switch and sent to the transistor driver stage, which

provides a high-current, low impedance soLi.ce to drive the transmitter

stage, located in a separate enclosure. Two level controls are installed

in order to balance the phase and differ-!noe modulation outputs. Tests

of the transducers showed that both types (Polaroid and Oxford) exhibited

reduced performance when fed by signals in excess of 4.4 volts (pp) at

the transmitter module input. Since the difference modulation output

could range from +15 to -15 volts, while tha phase modulated output went 7°;;
from 0 to +15 volts, the adjustments insured that the peak-to-peak value

of the driver output remained the same when the modulation mode was

switched. The driver outputs are ac coupled to the actual transmitter

input. Since the PRBS signals are continuous, this serves the purpose of

making either the phase-modulated or the time-shift modulated signal seemi

as if it were a bipolar signal. '

5.5 TYPE I SYSTEM, TRANSMITTER MODULE, TRANSDUCER MODULE, RECEIVER

MODULE

The transmitter section is housed, along with the power supply, in a

separate chassis in the interest of modularity. As can be seen from the

schematic on page B-6 it has minor changes from the design used in the,

FMCW system. The FMCW design utilizes triangular waves, and showed

little distortion of the input waveform. However, the phase or

difference modulated PRBS inputs were square waves with fast rise times.

Those signals weze severely distorted by the existing transmitter design.

The transmitter circuits were modified by the addition of an LF 351
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"op-amp as the transistor driver stage, and negative feedback with

compensation was used to alter the stage frequency response. This

modification produced low distortion waveforms at the transducer input.

The transducer module used in the Type I PRBS system is almost - -. -

exactly as that used in the FMCW test system. An additional 560 ohm

"resistor has been added to the emitter circuit in order to reduce the

gain to approximately forty at ultrasonic frequencies. This was required

in order to reduce the effects of overload when high level noise signals

were sent to the analog switches used in the cross-correlation circuitry,

since overload conditions affect the correlation circuitry in a very

* different manner than the did the FMCW circuitry.

-' The receiver module consists of only two transistors as used in the

FMCW system. One transistor is wired in the common base mode as one-half -"-

of a cascode pair, as before. The other is configured as an emitter

follower which provides a low-impedance source for sending received

signals through the shielded cable to the cross-correlator circuitry.

°-.

iS
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of the original (or modified original) signal. Methods of obtaining the",

necessary delay may be either electrical,mechanical or acoustical 251].

Since this system uses a digital reference signal, a delayed signal could

be provided simply by passing the original signal thrc¢ugh shift registers

clocked at the bit rate. However, this method requires a number of

registers which increases linearly with the deley time required.

I
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The delay method adopted for use was that used by Chapelon (11] and

Elias £16] in their work with cross-correlation syscýems. The method

works as follows. Since a PRBS is uniquely determined by the feedback .

taps, it follows that two shift registers which have identical feedback

taps will produce identical signals. If one of the registers is

initialized at time tO, and the other initialzed at a later time t1, the

output of the latter shift register will be identical to the former, but

delayed in time by an amount equal to (tl-tO). This method is able to

provide delays of arbitrary magnitude.

The delay system used on the Type I system consists of 4522 decimal
divide-by-n counters which may be cascaded. Two 4522 counters are used

in this design, and the count is switch selectable from 1 to 100. When

the system reset signal is logic high, the shift registers in both the

transmitter and receiver boards are set to zero. When the reset signal

returns to logic low, the transmitter register begins to generate

pseudo-noise. The receSiver shift registers are held in the zero state

until enabled by a signal from the counters. If the clock frequency to

the counters is f., and the counters have been programmed to count until

n, the time delay between transmitter and receiver shift registers may be

calculated as:

-- (5.2)

The clocking frequency used for the counters is the same as that for the

shift registers: 83.33 kHz. Thus, each count represents a time delay of

12 microseconds. If the velocity of sound in air is c, the target range

for correlation will be:

-% _ (5.3)
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The block diagram for the delayed PRBS generator along with the

correlator is shown in figure 5.4.

5.7 TYPE I SYSTEM, CROSS-CORRELATION, (BOARD 2)

The correlation circuits are relatively simple and consist of signal

buffer/inverters, analog multiplication, and low-pass filtering. Two

signals have to be multiplied, as in the FMCW system. However, in the

case of the PRBS, one of the signals is digital. This leads to a

simplification in the multiplier circuitry. Since the digital signal can

be regarded as either a plus or minus value, the delayed PRBS output is

used to switch either a non-inverted or an inverted version of the

analogue signal to the filter stage. The received signal is passed

through a dc blocking capacitor and fed to a pair of LF 351 op-amps which

provide non-inverted and inverted signal inputs to the 4053 triple 4

analogue switch. The digital control signal causes either the inverted

or non-inverted input signal to be selected and presents it to the

low-pass filter. The low-pass filter is a standard Sallen-Key

second-order design [39), and has a bandpass of approximately 2 Hz, and

damping factor of approximately 0.8. As mentioned in Chapter Four, the

low-pass filter stage is a substitute for an integrator stage and allows

for continuous reception of the transmitted signal without the consequent

unlimited rise in correlation value. Narrower bandwidths are, or course,

possible. However, the speed with which the system can react to changes

in range is a function of filter bandwidth, among other things, as will

be shown in Chapter Nine.

"r
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5.9 TYPE I SYSTEM, CROSS-CORRELATION TESTS

There are three main options for obtaining the relative time delays

necessary to obtain the cross-correlation function: hold the target at a

constant range and vary the delay time of the system delay, use discrete

signal processing techniques, or hold the system delay constant and vary

the target range. The first method involves placing a target at a given

distance, setting the system to a desired delay time, and recording the

filter output. Following this, the delay system could be set to the next

delay time increment, and the filter output recorded. This would be

continued until cross-correlation values for all delay times of interest

• were recorded. Obviously, this would be a time-consuming technique. The

time signal can also be converted into digital format and the

cross-correlation computed using digital techniques. However, digital

techniques would introduce an additional delay which might prove

unacceptable for purposes of real-time control, besides adding expense.

The third method, and the method chosen for the experiment, is to

mount the transducers on a fixed reference point, attach the target to

the movable bar which serves as platform for a marking pen on an X-Y

recorder, connect the correlator output to the Y axis input, and cause

the recorder to move slowly in the x direction. This method is far

- simpler to accomplish, and it does not require the additional circuitry.

The experimental set-up is shown in figure 5.5.

*Z
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FIGURE 5.5 Type I System, Test Set-Up

As configured, the chart recorder output (y-axis) is a record of the

cross-correlation values for the target for all distances through which

the recorder platform travels (x-axis). In practice, the delay system

was set to provide an appropriate delay, the recorder internal ramping

generator was switched on, and the correlation values were recorded.

5.9 TYPE I SYSTEM, CROSS-CORRELATION TEST RESULTS

The Type I system cross-correlation tests were carried out on the

"system as described above. The relevant system parameters are contained

in Table 5.1.

1v
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PRBS bit rate : 83.33 kbit/sec

PRBS bandwidth (-3dB) : 37.5 kHz

Phase modulation frequency : 83.33 kHz
Modulated PRBS bandwidth : 75 kHz

Target : 19.5 mm disc

Preset expected range : 26.5cm

Cross-correlation function width 0.816 cm (phase mod)

S1.224 cm (ime-shift mod)

e

TABLE 5.1 - TIPE I SYSTEM TEST PARAMETERS

The width of the theoretical cross-correlation function is 2 bits

for the phase-modulated signal and 3 bits for the time-shift modulated

signal. The PRBS clock frequency listed in the table above yields a bit

time of 12 microseconds. The correlation function widths stated in the

table are obtained by calculating the distance sound will travel in the

time of 2 (or 3) bit lengths. The actual target range for

cross-correlation will be one-half the theoretical values due to the

nature of the experimental test set-up. That is, a movement of one

cent-meter of the target will produce a total range change of 2 cm.

A typical cross-correlation run is shown in figure 5.6. These

cross- corrrelation values were obtained for a single pair of

transmit/receive transducers. Both phase and time-shift modulation

correlation values are shown. As can be seen, the cross-correlation

function is not at all like the theoretical function shown in figure 4.6,

in that it is oscillatory and has a much greater width. However, it

closely resembles figure 5.7 which illustrates typical results obtained a
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by Chapelon [11], Elias (16], and FvrgQson [19]. Note, however, that the

Type I System transmits continuously and, as such, does not suffer from

the sidelobe problems seen in figure 5.7. In all cases, these results

"are due to the fact that the system bandwidth is less than that of the

PRBS being fed through it. The resulting function then resembl.es the

system impulse response [11]. Since the PRBS signal has a bandwidth of

approximately 35 kHz, the transducers need 70 kHz bandwidths to

successfully carry both sidebands of the transmitted signal. Tests on

available transducers (Appendix E) show an average transducer

transmit/receive bandwidth of approximately 20 k.Hz.

f If the Type I System is to produce the desired cross-correlation

function,. the transducer bandwidth must be increased, or the some method

must be developed which would break the di::ect relationship between

transducer frequency range and PRBS bandwidth. The decisian was made at

this point to attempt to increase transducer bandwidth. It seemed

possible that altering the transducer response through equalization might

enhance the transmit/receive bandwidth sufficiently for use with the Type

I System.

5.10 TRANSDUCER EQUALIZATION

Transducer frequency response tests (Appendix E) showed marked

variation in response of selected transmit/receive pairs. Ag can be seen

by reference to the two frequency response plots shown in figures 5.8 and

5.9, the tested transducer pairs display a rising response above 20 k)cz,

peaking roughly at 60 kHz for figure 5.8 and 75 klz for figure 5.9. The

response then drops off at roughly the same slope as the rise. None of

"% the transducers show a- usable response below 20 kHz, and only a few show

"any usable response above 100 kHz. Preliminary tests utilizing a 50 k~z
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64-

2 cycle pulse for a transmitted reference sicnal showed that the 1

transmit/receive system was effectively acting as if the transducers were

producing received signals which seemed to be higher order derivatives of .'

the transmitted signal. Such responses seemed to correspond to the

reference by McLachlan [46) indicating that the pressure response of a

transducer would be a function of the second derivative (or acceleration)

of i.ts position. A. -,aalization network was constructed which acted as

an integrator in the frequency regions of intexest (above 20 kHz). The

equaliz¢2 was simply a single-pole low-pass network followed by a buffer,

allowing multiple stages to be cascaded.

The equalizer circuits were inserted into the receive chain,

following the emitter follower output, and cross- correlation tests were

reaccomplished. The equalizer tests were run in four stages: no

equalization, 40dAR 60 dB, and 80 dB/decade respectively. Figures 5.10

and 5.11 show two correlation runs which were done with pairs of Oxford

and Polaroid Transducers, respectively. These particular examples were

chosen as representative of the best and worst results. As can be seen,

the particular pai-r of Oxford transducers used in figure 5.10 show

considerable improvement, with the time-shift modul.tion

cross-correlation functior. approaching ideal shape abnd width. Appendix C

contains the complete cross- correlation tests with and without 6

equalization for all transducers teLted, both Oxford and Polaroid. The

transducer pair which showed the most improvement was that whose

performance is shown in figure 5.10. These were Oxford transducers _A

exhibiting a rising response from approxmaately 40 kHz and which was

still rising at 100 kHz, the limit of the test. Obviously, this response

curve was well suited to the single slope equalization applied to them.
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HoWever, this particular response (and equalized cross-correlat-.on

fo'iction) was unique. The remainder of the transducer pairs had the

peaked response curves described earlier. A more suitable equalization

sytem for these transducers would pxa.duce an equalizer response similar

to that shown in figure 5.12. Ideally, the transducer equalizer response

curve would be an inverse curve of the transmit/receive frequency

response curves found in Appendix E. This would, in theory, produce a

flat frequency response in the area of the modulated PRBS, thus allowing

the system to produce the desired cross-correlation functions.

I /

-J,,

ZO £,...,.. ..

VIGURE 5.12 AN IMPROVED TRANSDUCER EQUALIZER RESPONSE

Although the above results showed that there was much improvement to

- gained through equalization, the decision -'.as made to discontinue

Swsearch into this particular area for the following reasons: the

extreme variability in zransducer frequency response (even among those

produced at roughly the same time) would require individual matching of

equalization systems to transducer responses. Additionally, experience

during this period of research indicates that these types of transducers

also show effects o.f aging; that is, they exhibit changes in response

and sensitivity. This makes the job of proper equalization even more
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difficult. Unless transducer response and aging characteristics could be

more tightly controlled, the equalization system would need to be

modified as the transducers aged or whenever they were replaced.

5.11 SUMMARY

A Type I Correlation system was designed and tested using both

Oxford and Polaroid transducers. Preliminary cross-correlation tests

indicated that the PRBS bandwidth was too wide for the transducers, thus

producing cross-correlation functions as in figure 5.6 instead of the

ideal function shown in figure 4.6. Attempts to improve the results

through equalization were marginally successful in that certain

transducer pairs produced superior results, most did not. Although the

equalization system could have been further developed to more closely

match individual transducer responses, a decision was made to devote

efforts to methods which would allow a degree of independence between

transducer bandwidth, transducer center frequency, and PRBS bandwidth.

The theoretical systems which are considered are discussed in Chapter

six.



CHAPTER 6

CARRIER CORRELATION SYSTEMS

Chapters Four and Five discussed the theoretical and actual

performance of basic correlation systems which transmitted modulated

versions of pseudo-noise and cross-correlated the received signal with

delayed versions of the unmodulated signal. The purpose of modulation

was twofold: first, to alter the pseudo-noise spectrum so that it would

produce a desired cross-correlation function; and second, to move the

transmitted spectrum to a point which would be more usable by the

transducers. However, these systems, called Type I systems in this

thesis, did not demodulate the received signal. That is, they did not

attempt to restoie the received signal to the spectrum which it had

before transmission. The result is that, in order for the technique to

be successful, considerable spectrel overlap must exist between the two

signals to be cross-correlated. This created a tight link between the

bandwidth of the transmitted PRBS signal and its center frequancy.

Matching these variables with those of the transducers proved to be a

difficult problem.

This chapter discusses a modulation/demodulation technique which

will allow the transmitting frequency range to be independent of the

pseudo-noise spectrum (with the stipulation that the modulated

pseudo-noise bandwidth be within the capabilities of the transducers.) Of
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course, the signals to be cross-correlated must still retain the phase

relationship o•iscussed in Chapter Four if they are to produce the desired

cross-correlation function. The modulation/demodulation techniques 6

discussed here are separate from, and independent of, any phase shifting

techniques used for cross-correlation function modifications.

6 . 1 MODULATION TECHNIQUES

Given a signal of known bandwidth, there are two main methods of

moving the signal information to the area around a higher, or carrier,

frequency: amplitude modulation and angle modulation. These terms refer

to the parameters of the carrier frequency which are controlled by the

information (or input) signal. The basic equation for a general

modulated carrier is given as (70]:

SA(t) cos&jr'_ +E(t)] (6.1)

where A(t) is the amplitude function, ua is the carrier frequency, and

G(t) is the phase function. If A(t) is caused to vary as the

information bearing signal, the modulation is termed amplitude

modulation. If ( (t) is caused to vary, the modulation is termed

frequency or more properly, angle modulation. The general term of

amplitude modulation is further sub--categorized into headings of

amplitude modulation (AM), double sideband (DSB), and single

sideband(SSB), these terms being a function oZ whether or not the carrier

is transmitted along with both signal sidebands (AM), and whether or not

one (SSB) or both (DSB) sidebands of the modulated information signal are

transmitted without a carrier. There are two main categories of angle

modulation, phase and frequency modulation. These terms describe

whether or not 0(t) or its derivative is varied as a function of the



Page 6-3

information signal. The goal of this Chapter is not to fully explain

each modulation technique. It is, rather, to choose a method which would -*

be most likely to succeed under the conditions of operation described in

Chapter One, namely, the location and tracking of specified targets under

conditions of clutter and noise. Thus, the modulation technique chosen

will be the one which shows minimum suceptibility to degradation when

operated under the described conditions.

The mathematical analysis of the effects of noise and multiple

signals upon each of the types of modulation listed above is complex and

quite lengthy, and will not be covered in this thesis. Zeimer [70], and

Schwartz [61], contain excellent discussions of the matter. Zeimer

concludes that angle modulation techniques are capable of excellent

performance in the presense of noise, provided that the noise is kept

below a given threshold. Once noise exceeds this threshold, the system

performance decreases dramatically, with the effect that the system is no

longer usable. In addition, angle modulated systems are also very

sensitive to the effects of multipath propagation. Signals from large

targets would 'swamp' signals from small targets. That is, the signals

from the smaller targets would not be able to be detected in the presence

of these larger returns. As such, angle modulation systems must be

eliminated from consideration since the problems of noise and clutter are

precisely those which are to be overcome in this thesis.

Amplitude modulation is left as a possibly useful technique, but

which form would yield useful results? The first amplitude modulation

technique, AM, involves transmitting a continuous carrier wave along with

the information-bearing signal. This technique allows a relatively

simple demodulation system, known as envelope detection, to be used.

However, envelope detection is also suceptible to the threshold effect



Page 6-4

[70]. Since elvelope detection is unusable, carrier components are not

needed, which leaves DSB and SSB. Both offer the same potential

performance io the presence of noise. However, SSB uses half the

transmitted 7ndwidth as DSB. That is, a modulated information-bearing

signal of bar46width BW will require 2BW if DSB is used, and BW if SSB is

used. Howevef° circuit complexity is increased in order to generate SSB,

as opposed tci bSB. Therefore, a decision was made to utilize DSB

modulation.

" I I
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FIGUR 6 .1 b6V Correlation System with Coherent Demodulation
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6.2 A DSB CORRELATION SYSTEM WITH COHERENT DEMODULATION

The basic set-up for a DSB modulating system is shown in figure 6.1.

In this system, the PRBS output is modulated by a carrier of frequency wr

and transmitted. The received signals are demodulated by multiplying

them by the same carrier (hence the term coherent demodulation) and then

low-pass fil'ering the multiplier output. This output is then

cross-correlated with a modified version of the delayed PRBS, in order to

produce the desired cross-correlation function. For purposes of the

following discussion, assume that two targets are within the maximum

range and that the system is continuously transmitting a modulated PRBS

signal. The transmitted, received, and demodulated signals are shown in

equations 6.2, 6.3, and 6.4, respectively.

ffit) - taY (6.2)

= fT(IL~ cosct-') (twcorý(t2' (6.3)

f~(t) ~~ 7 r~t?~ Cos (2 t.st - cz ,A-+ cos 3cj,: i~v A ) 6 4

where A, B, 9 , and Y are the amplitudes and time delays of return

signals from two targets at different ranges. As before, the low-pass

filter removes the sum frequency terms and the filter output is:

Note that the filter output now consists of the original PRBS sequence,

but scaled by the constant determined by the cos term. Following

multiplication by the delayed PlBS , the filtered output is-,
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(6.6)

The output now consists of the correlation term (a dc value for a

stationary target) multiplied by the cos term , also dc. Note, however,

that the cos term will be zero for targets at distances such that the

argument attains odd multiples of pi/2, even though there might be a

non-zero correlation function for targets at that distance. Thus,

coherent demodulation as drawn in figure 6.1 will not operate in a

satisfactory manner.
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6.3 A DSB CORRELATION SYSTEM WITH NON-COHERENT DEMODULATION

One solution to this problem is to provide two versions of the

demodulating carrier, one lagging the other by ninety degrees. This has

been done by Lam [(81 in an ultrasonic PRfS flaw-detection system.

However, this method requires additional circuitry following the
r*.:

correlator in order to provide a correct correlation amplitude (38].

While this approach remains a perfectly viable one, it was discarded

because of the difficulties of distinguishing between positive and

negative position etror.

An alternate solution to the problem of null points is to change

some parameter such that targets which are at the null points mentioned

previously can be observed. One way of doing this is to use a -

demodulating carrier that is slightly offset in frequency from the -

modulating carrier. Assume a system such as that shown in figure 6.2 -

which is identical to figure 6.1 except for the change in demodulating

frequency. This changed demodulating frequency is expressed as:

S=j

This would produce a demodulator output (after filtering) of:

LF ~ co =A+t) -f t,) o U +At (6.8)

and a correlator oUtput of:

The correlator output is now modulated by a cos term of frequency .O
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This system, as described, will produce a correlator output if a targst

"is located within the proper distance, that is, if the correlation

function was non-zero at that particular delay time. However, the output

of the correlator would no longer be dc; it would be a sinusoid whose

amplitude would be a function of the cross-correlation function at that

particular range. This method of demodulating with a carrier offset in

frequency allows the receiving system to readily detect target motion.

Target motion will produce changes in the sinusoid period which can be

used to determine target velocity. Such a system using non-coherent

demodulation is used by Shiozaki (62] in a system which exploited the

F '. Doppler resoluti**on capabilities of the system. The effects of target

motion zxe discussed in greater detail in Chapter Nine, dealing with

'..* secondary effects.

Figure 6.3 shows a typical correlator output for the system as shown

in figure 6.2. The correlator output is now ambiguous. There is no way

in which the sign of the correlator output can be determined from this

. signal alone; that is, a sinusoid of amplitude A may be produced by

either a positive or negative tau. This problem negates the advantage of

the altered cross-correlation function. A solution to the problem lies

in providing an appropriate reference signal of frequency -n which will

allow the relative phase of the correlator sinusoid to be determined.

EN1VEIOPE (C~bW.COqVSArIQN
cUNtoH)A

FIGUJRE 6.3 Envelope of Sinusoidal Correlation Furotion (see text)
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A first try at a solution to this problem might be to provide a

reference sinusoid of the. same frequency as the correlator output, but

which would not change its phase (relative to thu correlator frequency)

whenever the target is moved. Obviously, this signal could not be

internally generated, as the received signa.1 would then change phase as

the target changes range. One possible solution lies in the interesting

properties of the time-shifting modulation oystem discussed in Chapter

Four.

Section 4.5 discussed the ease with which croes-correlation

functions could be 'constructed' through the appropriate choice of tap

positions and tap weicchts. Specifically, figure 4.10aillustrated the tap

connections required to produce the desired cross-correlation function.

However, figure 4.lla shows another cross-correlation function which has

the same time-width as the desired function, but does not change sign

when tau passes through zero. These two figures are shown again in

figures 6.4a •nd 6.4b, respectively. If the system shown in figure 6.2

is modified to add another correlator stage, and if this correlator stage

has a separate time-shift modulated signal as its input, the block

diagram would be as in figure 6.5. The two correlator outputs each

contain a sinusoid of frequency 41 , with the amplitudes following the

envelopes depicted in figure 6.4a and 6.4b. As can be seen, R., changes

sign at tau-0, R does not. The cross-correlation function R can

thus serve as the needed reference function for RR. This system, the

DSB system using twin correlators fed by different time-shifted reference

signals, will serve as a malel for the e-xperimental DSB system described

in Chapter Seven. Its operation is explained further in the next

section.

I
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FIGURE 6.5 DSB Dual Correlation System, Non-Coherent Demodulation

6.4 PROVIDING AN ACCEPTABLE OUTPUT FROM THE DUAL CORRELATORS

The MK III system shown in figure 6.5 has as its outputs (A and B)

two sinusoids of frequency Q. which are in phase (or anti-phase) at all

times, and which have amplitudes Rf, (?r) and R () These two signals

must be '7ombined in order to produce one single correlator output which

is a function of range. This may be done in the following manner.

Consider figure 6.6a. The inputs to the multiplier stage are A(t) and

B(t), which are the outputs of the dual cross-correlator stages mentioned

in the previous section. Assume that only one target having time delay

", is within the correlation 'window', thus making R..9,( -x ) nd
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RV( • ) equal to zero. The expressions for the correlation outputs

for the two cross-correlators are:

P,(t) =R4,(• - ,•) cs•(,O~.o ,*.-) "(6.10)

and

where the amplitudes have been normalized to one. After filtering, the

multiplier output is:

~ - A.) 4 .9 1~~'-~~")(6.12)

While this method will work, it produces a final cross-correlation

function for each target %hich is the product of two individual cross-

correlation functions. This will produce enormous differonces in

cros3-correlation magnitudes for small changes in received signal

strength. A b.-wter arrangement is to place a sign function block into

onA of the multiplier inputs, where a sign function block has a signal as

an inpuý, and the sign of the signal as the output. The revised

multiplier stage is shown iii figure 6.6b. After filtering, the

multiplier output becomes:

M(• M ;•R• (,- (6.13) "

where the 2/pi term comes about as a result of the sign function. The

corralator outnut is a function of only one cross-correlation function,

and is therefore much less sensitive to changes in received signal
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strength.

6.5 CONCLVSION

various means of modulation and demodulation have been considered

for use in a carrier correlation system. All types of angle modulation

methods, along ',th basic amplitude modulation, were rejected due to the

suceptibility of the demodulator stages to noise when input

signal-to-noise ratio was .oax .the threshold effect) and also due to the

demodulator's inabilit- to cope with a cluttered environment (multipath

effects). The ftnal method chosen was double-sideband modulation (DSB).

It was chosen over single-s.deband modulation (SSB) modulation due to its

relative simplicity. Coherent demodulation of DSB signals was judged to

be unsuitable due to the fact that there were ranges at which targets

would not be detected due to phase shifts between the reference carrier

and the reflected signals. Non-coherent demodulation allows t- -gets to

be detected without the effects of nulling. However, this method did not r

allow the absolute sign of the resulting correlation sinusoid to be

determined, thus negating the advantages to be gained through using the

modified cross-correlation function. The addition of a second correlator

stage, which operates in parallel with the first correlator stage and

uses a different time-shifted reference funct-ion as it input, allows the

original cross-correlation function to be restored.

This theoretical system allows the PRBS bandwidth to be set

independently of the carrier frequency, thus breaking the linkage which

caused problems in the Type I system covered in Chapter Five. An

experimental system has been constructed which uses the methods discussed

in this chapter. Details of system construction and performance are

° 7_
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contained in Chapter Seven.
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CHAPTER 7

AN EXPERIMENTAL CARRIER CROSS-CORRELATI40 RANGING SYSTEM

This chapter details the layout, construCti on, and testing of a

double sideband (DSB) cross-corr.lating system which was developed in

Chapter Six. The advanced system, zx.ferred to as a Type II system

throughout the remainder of this thesis, generates a reference

pseudo-noise (PRBS) signal, uses it to amplitude raodulate a carrier of

frequency wu , demodulates the the received sigoals with an asynchronous

carrier of frequency w,+sL, and cross-correlate$ the demodulated signals

with two modified and delayed versions of the reference PRBS. The two

cross-correlated outputs are then combined to form a single

cross-correlation output.

7-7.1 SYSTEM LAYOUT

The Type II system consists of three digital/analogue circuit

boards, sepazate transmitter and receiver chassis, and a transducer

module. The transmitter and receiver chassis and the transducer modules

are unchanged from the Type I sy-stem and will not be covered in this

section. Refer to Chapter Five for information an these components. The

master oscillator/PRBS generator/modulator board contains small changes

from the Type I system. These changes are covered in the following

section. The divider/frequency synthesis board and the
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demodulator/correlator boards are completely changed from the Type I

system and will be examined in more detail. The block diagram for the

Type II system is shown in figure 7.1. Appendix B contains schematic

diagrams for both the Type I and Type II systems.

7.2 TYPE II SYSTEM, MASTER OSCILLATOR/PRBS/MODULATOR, (BOARD 1)

The Type II system generator/modulator board (board 1) is the same

as that used on the Type I system. However, the following modifications

were made:

1. The internal divider system is disabled, and the 1 MHz clock

signal is brought to the edge connectors for use by a revised

divider system located on board 2.

2. The modulation switch is left in the Phase Modulation position,

but the phase modulation clock is taken from board 2 (clock 1).

3. The PRBS shift register clock is obtained from board 2 (clock

2).

There is no block diagram of the Type II system board 1, as tha

cha Lges from a Type I system to a Type II system are made through changes

in switch positions on board I. Refer to Chapter 5, figure 5.2 for the

board layout. Figure 7.1 ihows the signals which are derived from board

1 and sent to board 2 for furt-her processing.

-I

7 .3 TYPE II SYSTEM, DIVIDER/FREQUENCY GENERATOR BOARD, (BOARD 2)

Board 2 contains all frequency synthesis circuitry, the delayed PRBS

system, and the two time-shift modulation stages. Schematics for board 2

are on page BL. THE IMHz signal from board 1 serves as a master clock
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signal for the divider circuitry contained on board 2. These dividers

provide clock signals to the rest of the circuitry. Table 7.1 lists the

various clocking signals provided by board 2. The block diagram is shown

in figure 7.2.

Clocks 1,2, and r were obtained by standard divide by n techniques.

However the clock 3 and 4 signals require a bit more sophistication. As'

shown in Chapter Six, the demodulating frequency must be different from

the carrier frequency by some amount X1 . The SL selected for the

experimental circuit was 15 Hz, and it was obtained by dividing the 1 MHz

clock by 8190, producing a frequency of 122.1 Hz. This se~rved as the

reference frequency for a phase-locked-loop network wired as a frequency

multiplier so as to provide an output of 250.06 kHz. This signal was

again divided in a manner so as to provide two separate 62.515 kHz

signals, one shifted from the other by 90 degrees. These two

demodulating signals are required because there are two parallel

demodulator circuits in the de~iodulator/correlator board. This was a

deliberate move which was designed to provide correlation outputs which

could be viewed as a Lissajous figure on an oscilloscope during the

preliminary development stages. This topic will be further discussed in

the section dealing with the demodulator/correlator board.

clock 1: 62.500 kHz

clock 2: 15.625 kHz

clock 3: 62.515 kHz

clock 4% 62.515 kHz (shifted 90 degrees with clock 3)

clock r: 125.0 kHz

TABLE 7.1 - CLOCK SIGNALS AND FREQUENCIES (Ty-e II, board 2)
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Board 2 also contains the delayed PRBS circuits. The delayed PRBS

"system works exactly as described for the Type Isystem. Upon receiving a

reset signal, the second PRBS generator is reset and held in that state

until allowed to start by a signal from the counter circuit. The delay

circuitry was simplified with respect to Type I board 2 in that no switch

selectable delays were provided. One 4040 binary counter serves as the

delay counter, and delay times are selected by plugging the 4027 latch

input into the desired binary count pin. For instance, a delay of 1024

counts will be provided if the latch is plugged into the divide-by-1024

output pin.

The time-shift modulation circuits are also contained on board 2.

One circuit generates g,(t- ) by taking the difference of two

consecutive shift values of a 4015 shift register and the other circuit

generates g,(t-74) by taking the sum of the same two shift values,

* .regarding the outputs as plus/minus one, not zero and one. The values of

the weighting resistors around the appropriate op-amps are chosen so as

to provide three-valued output signals of +15, 0, and -15 volts.

0 7.4 TYPE II SYSTEM, DEMODULATOR/CROSS-CORRELATOR (BOARD 3)

"Board 3 contains all demodulating and correlating circuitry. The

Sblock diagram for board 3 is shown in figure 7.3.

-. - .. DEMODULATION

The demodulating circuitry uses 4053 analogue switches to select either a

* ..- non-inverted or inverted version of the incoming signal, the same

* -- arrangement as was used in the Type I Correlator. The multiplier output
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I."

is filtered by a second order low-pass network which has a bandwidth of

twice the PRBS clocking frequency. This was a much wider bandwidth than

necessary and would of course be narrowed in further systems. Two

demodulator circuits are contained on Board 3. These demodulator

circuits are fed by the 62.515 signals: clock 3 and clock 4. The

decision was made to build the prototype system with two separate

demodulating sections. The received signal would be fed to both, but the

demodulating carrier to one would lag the other by ninety degrees.

Following demodulation, each signal is cross-correlated with one of the

time-shift functions. The resulting sinusoids still retain the

amplitudes of their respective cross-correlation functions, but the

sinusoidal variation in each cross-correlation function will be out of

phase by ninety degrees. This enables the i-wo cross-correlation

functions to be viewed on the XY inputs of ai oscilloscope as Lissajous

figures. Signals from targets at a range which produced a non-zero

cross-correlation function would appear as ellipses with the spot

rotating clockwise for targets beyond the preset range, counterclockwise

for signals closer than the preset range, and a vertical line for targets

precisely at the preset range. This arrangement allowed easier

troubleshooting of the demodulator/correlator circuitry during the

development stage. Following successful development, a decision was made

to leave the modified system as designed, and add on a phase-shifting

stage to the final multiplier circuit. This would produce a final

* . correlator output as described in Chapter Six. Of course, a system

designed anew would not need to contain this excess circuitry.

0"•
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CORRELATION

The multiplier stages of the correlator stages differ from the Type

I system in that the delayed PRBS signals gi and g2 are the outputs of

the time-shift modulator, and as such have three logic levels. It was

necessary to design level shifting circuitry in order to allow this

tri-level signal to switch the binary inputs of the 4053 analogue switch.

This level shifting follows the truth table shown in table 7.2. The

output voltage levels are +7 5 volts maximum due to limitations on the

analogue switches. Input signals were also required to be less than +7.5

volts and larger than -7.5 volts.

gl, g2 voltage levels: +15v, Ov, -15v

(from board 2)

Output A voltage level: Ov, Ov, +7.5v

(on board 3)

Output B voltage level: +7.5v , Ov, Ov 77

(on board 3)

TABLE 7.2 LEVEL SHIFT TRUTH TABLE

The level shift outputs drive a pair of CMOS switches configured so that

an input signal of 0 volts causes the switch output to be connected to

earth through 2M2 resisto-s, +7.5 volts allows the non-inverted function

to be selected, and -7.5 volts allows the inverted function to be

selected. The multiplier outputs are then low-paas filtered by second-

order Sallen-I'ey filters having a bandwidth of approximately 25Hz. At

this stage, the correlator outputs should be dc values modulating a

sinusoid at 15 Hz. However, target movement will produce changes in this 7-
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frequency (which will be covered in further detail in Chapter Eight).
Therefore, a nominal value of 25 Hz was chosen for these filters, in

order to allow target movement towards the transducers at speeds of up to

0.25 m/sec.

CORRELATOR MULTIPLICATION

The correlator multiplier uses a 4053 analogue switch, as did

previous multiplier sections. As discussed earlier in this section, a

ninety degree phase shift of one of the correlator outputs is required in

order to provide system operation as described in Chapter Six. This

phase shift was provided by a second-order low-pass filter which was

designed to have a low damping factor (approximately 1.75). This caused

the phase shift to vary slowly when the frequency was changed from the --

designed 15 Hz. However, as m..ght be imagined, this modification was not

an optimum one when targets were moving with respect to the transducers,

but the prototype system did perform in a very satisfactory manner during

dynamic tests. Following the phase shift, the signal was sent to a

comparator stage, which performed the sign function mentioned in Chapter

Six. The positive feedback resistors provided a 15 my hysteresis, and

the series capacitor in the positive feedback loop insured a rapid

transition relatively unaffected by noise. The output of the comparator

was then used to switch the control input of the 4053 analogue switch.

The analogue switch selects either the inverted or the non-inverted

R;,(t-r) and connects it to the input of the second-order filter. This

filter has a cutoff frequency of approximately 2 Hz, and it is this

filter which determines the final SNR for the system.

°6
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7.5 CORRELATION TESTS, TYPE II SYSTEM

The Type II system was tested in the same manner as the Type I

system; that is, placing the transducers in a fixed position, selecting

a single PASS delay time, and varying the distance to the target while

simultaneously recording the correlator output. The system test

parameters are listed in table 7.3.

PRBS Bit Rate . 15.625 kbit/sec

PRBS bandwidth (-3dB) 7 kHz

Carrier frequency . 62.500 kHz

Modulated PRBS bandwidth (-3dB) : 15 kHz

Demodulator frequency : 62.515 kHz

Target . 19.5 mm disc

Preset expected Range 32.5 cm

Cross-correlation width 6.3 cm

TABLE 7.3 TYPE II SYSTEM TEST PARAMETERS

The theoretical cross-correlation function width is 3 bits and the

time width of each bit is 64 microseconds. Sound, at 343 metres/sec,

will travel approximately 6.59 cm during three bit times. Since the

correlation system measures round trip time, the range width is halved to

a range width of 3.3 cm for the test set-up. Two results of the

experimental Type II cross-correlation function are shown in figure 7.4.

As can be seen, the actual correlation functions closely resemble the

theoretical function. The width is approximately 3.4 cm, vs the

theoretical value of 3.3 cm. The Type II system experimental

cross-correlation functions of all transducer pairs tested are shown in
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Appendix D. All transducer pairs produced cross-correlation functions

sufficient for purposes of control. In other words, the

cross-correlation functions were reasonably clcse to the theoretical •, 0.

functions and would allow appropriately designed positioning circuitry

(or algorithms) to reduce positional error to within system tolerances.

The Polaroid transducers exhibited an anomaly in the negative

portion of the cross-correlation function (see Appendix D). This anomaly

cannot readily be explained, but these transducers could still be used

for control purposes as the cross-correlation function does not change

sign at the points of anomaly.

Theoretical cross-correlation

"function

Experimental cross-correlation
function (Group 1 transducers)

Experimental cross-correlation
function (Group 2 transducers)

FIGURE -.4 Type II System, Typical Cross-Correlation Function -

0
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7.6 WELDING NOISE TESTS, TYPE II SYSTEM

Due to the nature of the Type II system, the welding noise tests

were conducted with the transducers placed so that they were at a fixed

range from the target. The IRB-6 robot/welding set was then programmed

to weld at distances from 30 to %0 cm from the transducers.

The system was tested using two correlator boards, one with a final

bandpass of approximately 5 Hz, the other with a bandpass of

approximately 2 Hz. Both outputs were recorded simultaneously while 22

welding was performed. The correlator out.&uts had a range of plus/minus

6 volts for a range deviation of plus/minus 1.7 cm. Vaus, using the 500 ,.,

mv/div scale on the chart recorder (as was done for the FMCW weld tests),

a relatively small range deviation would move the chart needle off-scale.

However, the tests were done at the same recorder sensitivity to give a

relative ip.iication of the amouint of noise reduction obtained. The

system was adjusted so that the target (tho welding sheet) was located at

a range which produced the mid-point of the correlation function,

providing a 0 volt output. Figure 7.5 shows the correlator outputs both

with and without the welding noise added. As can be seen, the welding

had almost no influence at all on the correlator output. The actual

received signal input to the correlator boards was 0.5 vpp during periods

of no welding, and 6 vpp during periods of welding, yielding an overall

S/N average at the correlator inputs of approximately -21.6 dB.

7.7 SUMMARY

The Type II system performance was such that it was judged to be a

success. The cross-correlation functions attained with the Oxford

transducers was extremely close to the theoretical function, while the
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cross-correlation functions attained with the Polaroid transducers was

acceptable, though they did show an unexplainable departure from the

theoretical ideal (see Appendix D). This anomaly could perhaps be a

function of the carrier frequency used, and might be removed by using a

lower carrier. The success of system cross-correlation tests indicate

that the design can be used for transducers which operate at a much

higher center frequency.

The noise tests were judged to be completely successful. Welding

noise was almost completely unnoticeable at the correlator outputs. This

indicates that the system would be capable of providing range information

even during periods of extremely poor signal-to-noise ratio. Strength of

the target return signal will obviously affect the final signal-to-noise

ratio, with small targets of low reflectivity showing more noise effects.

However, the system will be able to compensate for the de.;reased

signal-to-noise ratio if narrower bandwidth filters are used. This vill,

of course, result in a slower 'reaction time' for the correlator. The

system performance was such that a decision was made to discontinue basic

system development and use the time remaining to developing a preliminary

tracking system. This tracking system is covered in Chapter Eight.

4i



CHAPTER EIGHT

TRACKING TYPE II SYSTEMS

Chapters Four, Six, and Seven have discussed the theory and

delelopment of a cross-correlation system which is capable of providing

range information on targets which are buried in noise and clutter.

However, the experimental system provides information concerning range

only. This chapter covers additions to the experimental system which

allow it to provide target azimuth information. Azimuth, in the context

of this thesis, means the angle of the target under consideration with

respect to the vertical axis (which is at right angles to the transducer

plane). The modifications are incorporated into the experimental Type II

system, and it is thus able to track selected targets. The modified

system tracks targets in range and azimuth by using the correlator

range-error information to control servos which physically move the

transducers so that the range and azimuth error is reduced to

approximately zero.

In addition, other modifications are suggested which will enable a

system having stationary transducers to track moving targets. This

system was not constructed due to time limitations.
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8.1 A METHOD FOR DETERMINING TARGET AZIMUTH

Since the Type II system discussed in Chapters Six and Seven is

capable of providing range error signals as a function of target

deviation from an expected range, one method of determining the target

azimuth from the transducer plane is to use two receiving transducers,

spaced equally on either side of the transmitting transducer. A target

at the correct distance and azimuth fzom the transmitter produces signals

having equal range delays for each each receiver. Any target movement

directly away from or towards the transmitter will produce equal changes

in each correlator output; however, a movement lateral to the transducer

plane will produce unequal range delays, and thus unequal correlator

outputs. Such a system could be used to provide both 4,arget range and

azimuth information.

8.2 BASIC CONFIGURATION

Consider a transducer array consisting of one transmitter and two

receivers ao shown in figure 8.1. In figue 8.1, a target located

directly over the transmitting transducer at distance y will produce a

range delay in either receiver which may be expressed as:

L +

where ?•' , ' are the signal travel times from transmitter to target,

and from the target to back to the approp.ci.ate receiver.
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TA"r-r (o,•).

FIGURE 8.*1 Ranging and Azimuth Set-Up with Two ReceivIng Transducers

Any target mcvement in the vertical (y) direction will produce equal

changes in ? and Y _ However, any target movement in the lateral (x)

direction produces an increase in one range delay and a decrease in the

other range delay. The actual times are calculated as follows.

'~ ~L{ Sz+.~~ +(8.2)

(93

The difference in each range delay, that is, the new range delay minus

the old range delay, is calculated as:

-- --- - o
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C12 + + )(8.4)C

~ ~2%1~+(c~xIYI+Ž.22+1+(dI+2dx~x) (8.5)

=(2 2+-d~

2- ~ + (d'+ 2 d + X2 (2 + _2L ))

The actual correlator output is a sinusoid-like function of the range

difference, and can be approximated by:

VI Fbz '/P(8.7)

where A is the amplitude of the cross-correlation function, and P is the

period (a spatial period, not a time period). Using eq 8.7, the

difference between the two correlator outputs can be expressed as:

(8.8)

This difference signal can be fed to a circuit which controls the azimuth

of the transducers. Any target movement in the positive or negative x

direction will produce a positive or negative control voltage which would

indicate to the controller the direction of rotation which would reduce

the correlator output difference to zero.

The range error can be obtained from the sum of the correlator

outputs. Note in the example given above that a target movement in the

lateral (or x) direction will prodtuce correlator outputs of opposite

sign. A ranging controller which has as its input the sum of the two
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correlator outputs will not correct for range error if a target is Roved

laterally, but would correct for error if there was any range (or y

component) variation in the target movement. Thus, a system which

produces the difference of the two correlator outputs can be used as an

azimuth error system, while a system which produces the sum of the two

correlator outputs can be used as a range error system.

8.3 TYPE II SYSTEM MODIFICATIONS TO ENABLE RANGE/AZIMUTH TRACKING

In order to provide target range/azimuth information as discussed in

the previous section, the experimental Type II system described in

chapter Seven was modified in the following manner:

1. Existing transmitting and receiving transducers were moved to a

redesigned module, and an additional receiving transducer, with

its required circuitry, was added.

2. An additional receiver cascode amplifier and voltage follower

was added to the receiving module.

3. An additional correlator board was built and added to the

system. The circuitry was identical to board 3. Additional

circuitry was added to provide sum (correlator 1 + correlator 2)

and difference (correlator 1 - correlator 2) outputs. These

outputs are to serve as inputs to the appropriate servo

actuators. The schematics are shown in the hashed box on

Appendix B8.

4. The redesigned transducer module was mounted on the vertical

shaft of a small dc servo moter with 500:1 gear reduction ratio.

This motor, built many years ago by Ether Ltd., is capable of

being driven by a 741 op-amp. The position of this shaft

controlled the azimuth of the transducer module.
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55. The transducer/servo assembly was mounted on a small trolley

which was in turn connected via steel control cables to an

ac-powered servo motor. The position of this motor shaft

controlled the transducer trolly position, and hence, the

transducer range to the target.

6. Controlling circuitry was constrcted to allow the range servo

motor to be properly driven from an op-amp output. The

controller is shown in Appendix Bq.

The set-up for the prototype tracking system is shown in figure 8.2.

In this experimental set-up, the system is preset to expect targets at

the desired distance, the targets are placed within the system's range

gate (approximately plus/minus 1.65 cm for the experimental system). The

tracking system then attempts to maintain a constant range and azimuth

with respect to the target.

The tracking system was tested by placing targets of various sizes

at the preselected distance (32.5 cm.) and noting the system's ability to

maintain this distance along with a zero azimuth angle when the target

was moved. The system proved to be successful in tracking targets

varying in size from rods 1 cm in diameter to small wires 0.05 cm in

diameter. It was able to acquire and track such difficult targets as

that formed by the edges of a butt joint made by placing two 2 mm thick

sheets of aluminium together. The tracking was unaffected by external

transient noise having peak values over five times greater than the

received signal. Clutter, formed by placing larger and smaller targets

in the area around the principal target, did not affect tracking. Of

course, the clutter was kept outside the approximately 3 cm range gate

which was a characteristic of the experimental system.
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8.4 TRACKING SYSTEM PROBLEMS

SIGNAL STRENGTH

One problem noted with the tracking tests was that the tracking gain

was a direct function of the strength of the signal received from the

target. This can be easily seen by reference to equation 6.6. The

cross-correlation system ignores signals from all ranges outside the

'range gate' provided by the correlation function; however, the

amplitude of the correlation function for a target at a range within this

range gate will be a direct function of the target reflectivity. Because

of this, system gains which provided good tracking of small targets were

far too high to track large targets, with the result that the system

became unstable and oscillated while trying to maintain the desired range

and azimuth. Reducing the system gain eliminated this problem. However,

it means that a tracking system will have to take expected target size

(and reflected signal strength) into account if optimum servo-gain values

are to be used. It may be possible to use automatic gain control on the

sinusoid function which provides the final correlation function.

However, the system bandwidth at the point of this sinusoid is

considerably greater than the final system bandwidth; hence, the effects

of noise might prove to be too great.

LAGS IN TRACKING

Preliminary tracking tests showed that there were definite limits to

the speed with which the targets could be moved and still be tracked.

This was due to the delays introduced by the reflected signal, correlator

filters, and servo-systems. A successful controlling system will have to
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take these factors into account. The factors affecting system reaction

time will be discussed further in Chapter Nine. However, one effect of

system tracking lag surfaced in a quite unexpected manner. It was noted

that if the target was moved with a velocity for which the tracking

system could not compensate, the transducer azimuth tracking seemed to

transition from negative feedback to positive feedback. That is, the

transducer azimuth angle seemed to diverge from zero azimuth and to

attempt to increase the angle of divergence. Upon closer examination of

the cross-correlation function, the reason becomes apparent.

consider the hypothetical cross-correlation function shown in figure

8.3a. The cross-correlation function is idealized to a sinusoid of

period P. Assume that a target is located at a position where the

azimuth and range error signals are zero; that is, the target is located

in the center of the range gate. If the target is moved at a velocity

such that the azimuth and range correction servos cannot react fast

enough, the change in range will soon be such that the cross-correlation

function will diverge due to the range changes due to the azimuth error.

This is illustrated in figures 8.3b. Should the range error continue to

increase, the situation depicted in figure 8.3c will occur. As can be

seen, the azimuth output reverses sign, and the correction voltages to

the azimuth servo will be in error.

The most obvious solution to this problem is to adjust the servo

gain such that the target is not allowed to have rangr errors exceeding,

say, plus/minus 40% of the correlation range gate, where the width of the

correlation range gate is half the distance that sound would travel in

air during a time interval equal to the time width of the

cross-correlation function.
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8.5 A PROPOSED ALTERNATIVE TYPE II TRACKING SYSTEM

In the Type II tracking system described thus far, the expected

target range delay value is preset, and the tracking system provides

range and azimuth errors for a target located within certain limits of

the preset range delay value. While this type of arrangement is ideal

for robotic situations in which the transducers can be mounted on the

robot and error signals can drive the robot (and the transducers) to a

correct position, it would be unusable in situations where the taxget

range is able to change, but the transducers are fixed. In order tc

provide usable range information, the tracking system would have to Vary

its delay time to match the target delay time.

One method of accomplishing this is to modify the Type II system in

the manner shown in figure 8.4. The modifications to the existing system

are shown in the hashed lines. In the experimental Type II system, both

PRBS generators are set to zero upon command of the reset (RST) signal.

When the RST signal is removed, PRBS generator one feeds binary sequences

to the modulator and thence to the transmitter. PRBS generator two is

held in the zero state for an additional amount of time determined by the

timing counter shown in the diagram. The time difference between the two

PRMS generators, 7d , remains fixed unless the system is reset and

another preset count is selected. The modifications allow the initial

delay ? to be preset as before. However, once both PRBS generators are

operating, the second PRBS generator is clocked bY a

voltage-controlled-oscillator (VCO) whose frequency is adjusted to be

approximately equal that of the reference oscillator when fed a control

voltage of zero volts. Targets deviating from the preset range will

cause a change in the correlator output voltage from its original zero
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point. These changes will in turn drive the VCO to a higher or lower

frequency relative to the reference oscillator. The relative delay, ?,

will then vary according to the amount of tAme that the VCO has been at a

different frequency than the reference oscillator.

The time difference between the two PRBS generators can be

determined by marking the timed that identical states of each PRBS shift

register are reached. These states can be determined by appropriate

logic circuitry connected to each shift output (the all zero state

provides an ideal reference point). If two receiver/correlators are

available, the system will provide two independent range signals. These

signals can be added and su3tracted as before to provide both range and

azimuth outputs.

This system is only a proposed system, and has not been built.

Therefore, there are most probably additional factors to consider.

However, the overall concept seems to merit further consideration.

8.6 SUt1MMRY

The Type II system was modified to incorporate an additional

receiver/correlator. The output of this additional correlator was

combined wivh the output of the original correlator in such as manner as

to provide information on both target range and azimuth. This was done

by using the sum of both correlator outputs for the range error signal,

and the difference of the correlator outputs for the azimuth error

signal. The range and azimuth signals were in turn used to drive

servo-mechanisms which physically positioned the transducer module to

maintain minimum range and azimuth errors. The modified Type II

correlation system is capable of tracking a wide range of targets
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including long wires of 0.05 cm diameter. The tracking system gain is a

function of target reflectivity, and thus requires adjustment to allow

for different target reflectivity functions. In a robotic system, these

adjustments could be accomplished through the use of previous knowledge

about the expected target, along with self-tuning controller mechanisms.
4

A further modification to the present experimental was proposed

which would allow a stationary set of transducers to provide tracking

information. This modification required that the PRBS generator used as

a correlator reference be driven from its own oscillator, the frequency

of which would be controlled by the correlator output. In such a system,

target range could be determined by measuring the time difference between

like states of the two PRBS generators. The circuitry required to

determine this time difference was discussed. If two correlator boards,

each fed by an independent receiver, are usea, this system is also able

to provide azimuth information by determining the time difference between

the target range values provided by each correlator system. This

proposed modification has not been constructed and tested.

- -
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CBAPTER NINE

FACTORS AFFECTING SYSTEM ACCURACY

Chapters Four through Eight have detailed the theory and development of

an experimental pseudo-random signal cross-correlator which is capable of

providing target range and azimuth information in less than ideal

conditions. The thrust of the research detailed in this thesis has been

directed towards the theory and development of an advanced noise and

clutter immune tracking system. Accuracy, as such, has not been

critically assessed, save for establishing that the system indeed was

able to identify and track targets located at appropriate ranges. The

system, when given information about target location, was indeed able to

locate the desired targets, even when these targets were buried in noise

and clutter. The tracking system was able to maintain transducer to

target distances which were stable to within 2mm. Further accuracy tests

were not made due to the fact that the ranging set-up would have had to

be modified in order to provide repeatable measurements to sub-millimeter

accuracies.

Tnis chapter deals with factors which concern system accuracy and

lists methods which may enable the effects to be reduced. In addition,

it also comments on factors which will affect the control algorithms used

to track the selected targets.
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A recent study on the attainable accuracy of air-based sound raiging

systems by Fox [17] utilized both a pulse echo system and also a phase

sensitive system, both operating in a relatively noise-free environment.

Fox has been able to attain absolute accuracies of less than plus/minus

0.04 cm, and an rms range error of 0.02 cm with the pulse echo system and

range errors of less than 0.001cm with the phase measurement system. The

phase measuring system attains its accuracy by making many separate

measurement. over periods of tens of seconds and averaging the results.

Since a tracking system will have to make continuous measurements in

order to provide timely tracking information, the accuracies attained by

the pulse-echo system seem to be the most realistic criteria for use as

a maximum accuracy criteria for the cross-correlating system.

Therefore, in the subsequent analysis, factors which cause less than 0.04

cm variation will be considered to be not worth compensation.

The following sections will deal with accuracy factors which affect

the ranging performance of the eaperimental Type II system discussed in

Chapters Six and Seven. In this system, a PRBS reference signal is

modulated by a carrier of 62.5 kHz and transmitted. The reflected

signals are demodulated by a carrier of 62.515 kHz and then

cross-correlated with two modified versions of the original PRBS. The -

cross-correlator outputs are then multiplied to produce the resulting

correlator output which has the form of the ideal control signal shown in

figure 4.6. Azimuth information is obtained by duplicating the

receiver/correlator systems and using the difference in time-of-flight

from the target to each receiver to provide the required correction

signals.
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In assessing the potential accuracy of the Type II system, a

distinction must be made between two types of measurement which are

involved: time and distance. A correlation system measures time, and

this time measurement is used to obtain a measure of distance by

utilizing knowledge of the speed of sound in air. As will be seen, the

factors affecting time accuracy are easily controlled; factors affecting

the assessment of the speed of sound are more variable. As a result, any

final system calibration must used an absolute distance measure of some

sort.

9.1 ACCURACY FACTORS AFFECTING THE TYPE II SYSTEM (INTERNAL TO SYSTEM)

OSCILLATOR STABILITY

The Type II system gains its estimates of target range by comparing

signal time-of-flight against an internal time standard. The time

standard used is a crystal-controlled 1 MHz oscillator which has a

specified accuracy of 200 ppm over a temperature range of -20 C to +70 C.

For target ranges of one meter or less, this frequency variation can be

converted to an approximate range variation of 0.2mm. This is at the

limit r f range accuracy specified at the beginning paragraphs of this

chapter. Further, the temperature variations encountered by any system

operating in a production environment would not be expected to undergo

such extreme temperature variations as those listed for the crystal

tolerance. Therefore, it seems reasonable to conclude that master

oscillator frequency variations are not considered to be great, enough to

require compensation. Should this be considered a factor, one method of

lessening the errors is to use a crystal with tighter tolerances, and

control the crystal temperature.
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OFFSET VOLTAGES

The post-correlation stages of the Type II system are the only

portions of the experimental set up which handle dc voltages. As such,

any dc voltage present at these stages which is not caused by the

cross-correlation function will introduce . error into the final range

measurements. Offset voltages are on the order of 5 my for the 351

series of op-amps used in the Type II system. This offset voltage cannot

be directly related to range deviations. This is because the amplitude

of the cross-correlation function for a given range deviation is a

function of the received signal amplitude. The received signal amplitude

* is, in turn, a function of target reflectivity. For instance, a given

target at a range R may produce a correlator output of amplitude A if

this range is in error by, say, 1cm. However, a different target at this

same range and which has twice the reflectivity might produce a

* correlator output of 2A for the same range error. The constant offset

voltage of x millivolts would exist in both situations, but in each would

be a different percentage of the correlator output. Therefore, dc

offsets will introduce constant range error, but a range error which is

not easily calculated. The dc offset errors can be reduced by careful

attention to dc offsets in the post-correlator stages. The system can

still be calibrated to reduce the effects of dc offset errors by

measuring the range of a selected calibration standard and adjusting

offset adjustments so as to produce the required zero volt correlator

output.

0

0. [
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9*9.2 ACCURACY FACTORS AFFECTING THE TYPE II SYSTEM, EXERNAL TO SYSTEM

External factors may be subdivided into influences of the wave

conducting medium (air) on the velocity of sound, any motion of the air

itself, and the effects of target motion on the syatem.

The velocity of sound in air is given in standard texts (Howatson

[28]) as:

C = T (9.1)

where ) is the ratio of specific heats, R is the gas constant, and T is

the ambient temperature in degrees Kelvin. Using values of ) -1.4,

R-287.1 ma/s *K, and 293 for T at 20°C, the velocity of sound is

calculated to be 343.17 metres/sec. The change in the sound velocity

with respect to temperature at 20°C is approximately 0.59 metre/sec °C.

Since sound velocity is a function of temperature, an accurate ranging

system must take into account changes in ambient temperature if accuracy

is to be maintained. Assuming a target at a maximum range of 1 meter, as

before, a change in ambient temperature of I'C (from 20"C) would produce

a change in time-of-flight of approximately 0.01 millisecond, for a range

error of approximately 1.7 mm. One method of compensating for this

problem would be to use temperature sensing to adjust the frequency of

the 1 MHz master oscillator. An increasing temperature would mean that

sound takes slightly less time to traverse a given distance. Thus, the

time-base of the system could be slightly decreased so as to compensate

for this reduced time.

S.•:7
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9.3 EFFECTS OF AIR CURRENTS

Any air movement between the transducers and targets will affect the

range value. For a target located at range r, air currents parallel to

'.:- the line between transducers and target will alternately increase and

decrease the apparent sound velocity, as is shown in eq. 9.2.

Tt", =..,c -- 2r V (9.2)
CV 2  C

where Tf+r is the signal return time and Vy is the air velocity parallel

to the direction of wave travel. For air currents at right angles to the

line between transducers and targets, the apparent sound velocity changes

as is shown in eq. 9.3.

where Vx is the air velocity perpendicular to the direction of wave

travel. The change in travel time as a function of each current is:

z1 (9.4)

77
.' ' ~and..

A1Lc=.m•cjV×ca) (9.5)-

for air motion in the y and x directions, respectively. For targets at a

range of one metre, using a sound velocity of 343 metre/sec (at 20°C),

the changes in travel time for currents of 1 metre/sec are, respectively:.

-, J • 50 flsec. (9.6)
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and

AT~ ~ Z-5 n .eec. -(9.7)

These time changes can be equated to apparant range changes of

approximately 0.15 mm and 0.008 mm, respectively. These values are lower

than the accuracy limits set at the beginning of this chapter.

Therefore, air currents of velocities of 1 metre/sec or lower will cause

deviations in apparent range which are less than the minimum deviation

discernible, and can be safely ignored.

9.4 EFFECTS OF TARGET MOTION (DOPPLER EFFECTS)

If a target is moving with respect to the transducers, the time of

travel of a signal from transducers to target and return is unchanged,

but the frequency of the returned signal will be changed by a factor

which is proportional to the speed of the target with respect to the

transducers. The expression for the change in frequency is [64]:

"f = j 4 V~) (9.8)

SY /c

where f, is the original frequency and f. is the Doppler shifted

frequency. If Vy<<C, eq 9.8 can be simplified to:

(2V- (9.9)
C

where f. is difference in frequency between transmitted and received

signals. In order to understand the effects of Dopper shift on the PRBS

system a quick reiteration of the basic operation of the Type II system

in in The system, as described in Chapter Seven, uses a reference
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PRBS signal to modulate a carrier at 62.5 kHz. Following transmission

and reflection from the target(s), the received signals are demodulated

by an asynchronous carrier (62.515 kulz). The demodulated signals are

then fed to two cross-correlation systems, each one being fed by a

changed and delayed version of the teference PRBS. The cross-correlation

functions emerging from these two correlators are sinusoids having a

frequency of 15 Hz (the difference fequency of the transmitting carrier

and demodulating carrier). The amplitude of each sinusoid is a function

of the deviation of target delay tijme from the expected delay time.

These two sinusoids are combined in order to yield a dc cross-correlation

function resembling the ideal function shown in figure 4.6.

If the above system parameters axe used eq 9.9 indicates that a 1 Hz

difference frequency will be produced by a target motion of approximately

2.74 mm/sec. Since the post-correlator bandpass filters have a cutoff

frequency of approximately 30 Hz, this means that a total frequency

deviation of plus/minus 15 Hz from the expected 15 Hz can be tolerated.

This yields a maximum allowed target velocity (Vy) of approximately 4.11

cm/sec. If higher velocities axe expected, the 15 Hz difference

frequency can be raised along with the low-pass filter cutoff frequency.

Note that with the system as designed, the actual frequency of the

post-correlation sinusoid does not affect the final correlator output.

That is, the correlation output will still show a null when the target

passes through the expected distance. However, the target velocity could --

be calculated separately by using any number of frequency measuring

techniques. This independence of range and range rate signals is a

useful feature of this type of ranxjing system. The Doppler shift of the .•

cross-correlation sinusoids can be used directly to provide information

concerning small target velocities. If a frequency analysis system (as

described in Chapter Three, seetion 3.5) is added to the correlator
-- - - - -L•
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board, the output of the frequency comparator would be a dc signal

proportional to target velocity. Of course, the accuracy of this system

would be degraded for large velocities since the output function would be

linear only for velocities close to zero. However, it could provide

valuable information to the tracking controller, and have the effect of

making less probable the tracking azimuth errors which can be introduced

by targets moving towards the limits of the correlation range gate (see

Chapter Eight).

A much more rigorous analysis of the effects of target motion on

random signal correlating systems is given by Gassner [22]; however, he

also concludes that the range and range rate functions of a

cross-correlating system are independent.

9.5 FACTORS AFFECTING TARGET TRACKING

Tbe Type II cross-correlation system, as designed, will produce two

final output signals. One signal is an error signal relating the

deviation in expected distance of target to the relative distance

obtained through correlation. The other signal is the target deviation

in azimuth obtained through comparison of two separate relative range

signals. As mentioned in Chapter Eight dealing with a primitive tracking

system, no efforts have been made optimize the control system, as this

was not the goal of this thesis. However, there are delay factors

introduced by the Type II system which must be attended to if an optimum

control system is to be devised. These delay factors are: range delay,

filter delays, and servo delays. Since servo delays are considered to be

in the realm of the controller, they will not be discussed. In addition,

servo delay problems would be avoided in the proposed alternative

tracking system.
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RANGE DELAY

If the system is assumed to be successfully tracking a stationary

target at range r, any knowledge of change in target range will be

delayed by a factor of:

A (9.10)
C

where this delay is due to the amount of time required for 4 signal to

travel from the target to the receiving transducers. Further, this delay

time is obviously variable. This must be taken into account by the

hardware (or software) which determines the speed of response to any

change in target range or azimuth.

FILTER DELAY

Following reception of a signal indicating altered target range, the

received signal passes through many filter stages. Each stage will

introduce a time lag which is normally taken to be the inverse of its

bandwidth. Since the final low-pass filter has, by a large margin, the

lowest bandwidth, this filter lag determines the overall correlator

system lag. If the system response proves to be too slow, the intuitive

solution is to increase the bandpass of these final filters. However,

the bandwidth of these filters also determines the maximum

signal-to-noise ratio enhancement attainable by the correlating system

(Chapter Four). There is a thus a trade-off between the filter's ability

to respond to a rapid target range change, and its ability to reject

external noise.
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9.6 SUMMARY

Even though previous chapters have described an experimental

correlation system capable of tracking targets located in noise and

clutter, only a small amount of attention has been paid factors affecting

system accuracy. These factors include internal considerations as

oscillator stability and voltage offsets. Oscillator stability should,

in theory, be sufficient to allow measurements to the limit established

for ranging systems acting in real time: 0.4 mm (22]. Voltage offsets

will introduce variable errors which are not directly known due to

target/correlator output interraction. However, calibration of the

system using known distances will provide a means of reducing voltage

offset errors.

External factors affecting the time-of-flight of target information

include air temperature and currents. Temperature compensation is easily

included into the system. Air currents of any reasonable amount should

not affect the limiting accuracy.

The correlation system is capable of separately resolving distance

and range velocity information. vis such, the experimental correlation

system is, in theory, capable of providing both range and range rate

information to the controller. A relatively simple addition of a

frequency comparison system as used in Chapter Four will allow the Type

II correlation system -o provide target velocity (range rav.e) information

as well as range and azimuth error information.

t.°•

I.



CHAPTER 10

CONCLUSIONS AND RECOMMENDATIONS

-p

7he problem stated in Chapter One of this thesis was to develop and

test an ultrasonic ranging system capable of tracking targets boeated in

noise and clutter. During the course of research, three systelts were

developed and tested: A Frequency Modulated, Continuous Wa1e (PMCW)

"tracking system, a basic correlation system using pseudo-randoo binary

sequences (PRBS) as the reference signal (the Type I systei), and a

carrier correlation system using asynchronous demodulation and

cross-correlation with time-shift modulated versions of the ceference

signal (the Type II system). The overall results can be summkized as

follows:

1.0.1 FMCW TRACKING SYSTEM

The FMCW tracking zystem covered in Chapters Two and Three offers

great potential lor signal-to-noise ratio (SNR) enhancement. Purther, it

is easily moditie-a to provide single target tracking. It has been shown

that, while this system is inherently limited in its ultimate ability to

enhance SNR, the improvements afforded by the tracking system allowed an

"experimental system to provide tracking information where an unmodified

FMCW system could not.- The system tracked targets with receiver SNR

values of approximately -26dB, although the range signal was still
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nmeasurably degraded by noise.

1.0.2 TYPE I CORRELATION SYSTEM

The first PRBS correlation system to be constructed,- the Type I

Oystem, used techniques which are presently widely used in

i41zn--Destructive Testing (NDT) systems: Cross-correlation of a PRES

0Lgnal with either itself or a phase-modulated version of itself. Unlike

ObT systems, both phase-modulation and time-shift modulation were

atilized in an effort to provide a modified correlation function capable

of being used by a controller as well as shifting the PRBS spectrum to an

Lrea more efficiently usable by the transducers. This system did provide

Correlation information, but it was not the theoretical control function

which was desired. However, the results were virtually identical to

those obtained by other users of this type of system. The cause was the .

link between signal bandwidth and transducer center frequency. The

nigher the frequency, the higher the bandwidth. In all non-carrier

Systems surveyed, and in the experimental Type I system tested, the

resulting signal bandwidth was beyond the transducer capability. The

addition of equalization oystems designed to increase transducer

bandwidth showed that this method did produce workable cross-correlation

functions in some cases; however, the results were dependent on

transducer frequ-ncy response, which varied from unit to unit and changed

in any one unit over time. Thus, this method of correlation was judged

to be not worthy of further development.
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10.3 TYPE II CORRELATION SYSTEM

The Type II correlation system uses modulation techniques to raise the

PRBS spectrum to an area more efficiently usable by the transducers. The

received signal is cross-correlated with two time-shift modulated

versions of the delayed PRBS. The first prototype of the Type II system

provided cross-correlation functions which were almost exactly as that

described by theory.

The Type II correlation system described in Chapters Six and Seven

proved to be successful irn operating in extremely noisy environments,

attaining and tracking targets in the presence of clutter, and providing

real-time target range and azimuth information. The final system

utilizes the following features:

1. PRBS used for the reference signal to be modulated and

transmitted

2. Double sideband modulation and asynchronous demodulation used

for the transmitter and receiver.

3. The received signal is cross-correlated with two modified

versions of the reference PRBS, and the final cross-correlation

output is a function of these two cross-correlated signals.

4. PRBS modification is accomplished through time-shift modulation.

Time-shift modulation is capable of providing altered

correlation functions which are extremely useful in systems

which use the correlator output for control purposes.
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5. Dual receiver/correlator systems, coupled with sum/difference

circuitry and associated servos provided the system with target

range and azimuth tracking capability. The feedback soytem used

the correlator outputs as control inputs, with no further signal

processing needed.

10.4 RECOMMENDATIONS

Given that thes Type II correlation system is one which deserves

further development, the following are suggestions for future research:

1. Construction and testing of the alternative tracking system

described in the last portion of Chapter Eight. This

alternative system used the correlation output to vary the

frequency of the second, or delayed PRBS clock, thereby varying

the relative delay between it and the reference PRBS. This

system would allow target tracking using stationary transducers.

The revised system will in all probably require digital control

in order to fully realize its potential.

2. Implementation of a Doppler shift measuring system. As

mentioned in Chapter Nine, the component of target motion normal

to the transducer plane will produce frequency shifts in the

correlation sinusoid. It is possible to construct a frequency

comparison network similar to that described in Chapter Three

which would provide a dc signal which would be proportional to

the target velocity (for small velocities). This would add

another degree of information for the target tracking
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controller. This modification will probably require that the

difference frequency between transmitting and receiving carriers

will have to be increased. This will require only minor

modifications on the Type II system divider/frequency synthesis

board (board 2).The Doppler shift output will, of necessity, be

more succeptible to noise effects due to the fact that it is

operating in a pcrtioa of the correlating system which has a

higher bandwidth than the final filters. It may be possible to

overcome this problem through judicious design.

3. Changing the system carrier frequency to make use of the newer

transducers which are capable of operating in air at very high

frequencies. Fox [17] describes a IMHz air-based transducer

capable of operating in the pulse-echo mode over distances of 40

cm. The PRBS correlator system should, in theory, be able to

operate over even greater ranges due to its enhanced SNR. A 1

MHz system should be able to resolve extremely small targets

(the one described by Fox has a bandwidth of 80 kH4. This

revised system might be capable of providing the extremely fine

positional information required in some robotics applications,

and do it as a much lower cost than vision systems. However, it

must be remembered that higher operating frequencies will

produce larger Doppler shifts, which will in turn require higher

batdwidths in order to handle the Doppler frequencies.
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10.5 CONCLUSION

FMCIM and PRBS systems are indeed capable of providing increased SNR

enhancement over basic pulse-echo systems due to their higher duty cycle

and ability to apply advanced filtering techniques. Both systems are

capable of being modified to provide ranging systems capable of active

tracking of targets which are buried in noise and clutter.

The PR"S system offers the most potential for noise-immune tracking

due to the fact that the final system has broken the link between system

bandwidth and operating frequency. As such, the buil.der har control over

these critical variables. The Type II PRB3 system as described in this
I

thesis is extremely versatile and capable of extensive development. It

has the capability to provide relatively inexpensive, accurate ranging

information in the high-noise and clutter working environments often

found in robotics applications.

I
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APPENDIX A

FMCW TRACKING SYSTEM

This appendix contains the schematic diagrams and photos for the

FMCW tracking system described in Chapter Three. The FMCW system is

constructed on two separate chassis; one contains the VCO, transmitter,

receiver, and demodulating circuitry, the other contains the frequency

comparason, control, and range counting circuitry. The transducers axe

in a separate module. Page A7 contains the schematics for the voltage

controlled oscillator (VCO), transmitter, receiver, 200 volt bias supply,

frequency changer (mixer), and low-pass filter. A3 contains the

schematics for the frequency colaparison and automatic volume control

section. A4 contains schematics for the proportional plus integral

control, and ramp generator. AS contains schematics for the digital

interface and counting circuitry. Pages A6 and A7 contain photographs of

the transmitter/receiver/demodulator chassis, control chassis, and

transducer module. A block d!iagram for the complete FMCW tracking system

is contained in Chapter Three.



AA

09

IIke

01



A3

w

0

0*

944

laa

.. at

IL.

in int

i5N

A 79;



- --- - -'-. . -- . -- --T

6 L--1i-

F-.

'C -. C
00

S•o

'4t

Scoo -J



+O +

In;



A6

a,-wS

FMCW TRACKING SYSTEM - MAIN CHASSIS UNITS (FRONT VIEW)
CONTROL/COUNTER CHASSIS (LEFT)
TRANSMITTER/RECEIVER/DEMODULATOR CHASSIS (RIGHT)
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FMCW TRACKING SYSTEM -. MAIN CHASSIS UNITS (REAR VIEW)
CONTROL/COUNTER CHASSIS (LEFT)
TRANSMITTER/RECEIVER/DEMODULATOR CHASSIS (RIGHT)
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APPENDIX B

PRBS CORRELATION SYSTEM

This appenrdix contains schematics of the experimental pseudo-random

binary sequence (PRBS) Correlation systems described in Chapter Five

(Type I system) and Chapter Seven (Type II system). These systems are

constructed in modules. The circuit board module consists of two plug in

circuit boards for the Type I system, and four plug-in circuit boards for

the Type II system. The circuit boards contain PRBS generation,

modulation, transmitting, receiving, demodulating and cross-correlating

circuitry. In addition to the plug-in circuit boards, the

transmitter/200 volt bias, and receiver circuits are contained in

separate modular chassis. As in the FMCW system, the transducer modules

are also separate. The Type I correlation system uses the same

transducer modules as did the FMCW system. The Type II system uses the

Type I transducer modules for the cross-correlation tests, and different

transducer modules for the tracking tests. The modified transducer

modules were required due to the necessity of adding another receiving

transducer. All circuitry is identical, except for the addition of

another receiving transducer and its associated circuitry. Also included

in this appendtir are the schematics for the interface circuitry needed to

drive the ac servo which controls transducer range.
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Page B3 contains the schematics for the master oscillator/ PRBS

generator/phase and time-shift modulation systems. This board is used on

both the Type I and Type II systems. Page B4 contains the delayed

PRBS/Correlator board for the Type I system. Page B5 contains the

divider/frequency synthesis, time-shift modulation circuitry for the Type

II system. Pages B6 and B7 contain the demodulator/correlator/ranging

circuitry for the Type II system. As noted previously, only one of the

two boards built from the schematics shown contains the range and azimuth

error circuitry. Page B8 has schematics for the transmit, receive,

transducer, and 200 volt bias modules. Page B9 contains the schematic

fer the range servo driver.

Pages B10, B31, and B12 contain photographs of the completed system

as used in the correlation tests.
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Blo ~

OXPORD, An~ PoLARoir, TRANsDuCEps
(Type I and Type II systems)

* ~TRANSDUCER NODULE WITH~ POLAROID TRA~NSDUCERS
(Type I and Type 11 systems)



MAIN CIRCUIT BOARD CHASSIS
TRANSMITTER/200 VOLT SUPPLY, RECEIVER MODULE
(Type I anid Type II systems)

V44'

AC SERVO DRIVE CI!ASSIS, TRACKING MODULE ON AZIMUTH SERVO
RANGE SERVO (ac) (Type I system)
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APPENDIX C

CROSS-CORRELATION FUNCTIONS

TYPE I SYSTEM

This appendix contains the cross-correlation functions obtained from

the Type I system as described in Chapter Five. Each page contains the

functions obtained from one set of transducers. The cross-correlation

functions for two types of modulation are shown: phase-shift and

"time-shift modulation, with the phase shift modulation function occuring

first in each trace. The first graph shows the basic cross-correlation

function. The succeeding three graphs show how the function is modified

by the addition of successive stages of 20 dB/octave equalization

starting at roughly 20 kHz. The phase-shi~t range delay was set to

approximately 26 cm, and the time-shift range delay was set to

approximately 31 cm. As the target moved past the phase-shift

correlation points, the modulation selector was moved to the time-shift

position. Thus, both cross-correlation functions were obtained on one

chart recorder run. The chart recorder was then reset, and the x-axis

offset was changed so as to provide a different plot. The receiving

equalizer was changed, and the next cross-correlation run was

accomplished. Six sets of cross-correlation results are shown. Each set

is obtained from one pair of transducers (either Oxford or Polaroid).

Oxford transducers are manufactured in the Department of Engineering
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Science at Oxford University (see text in Chapter Three). The Polaroid

transducers were purchased from a London supplier and are used only in

the PRBS system tests.

Appendix M contains further information on the transducer frequency

responses, along with a list of the pairs of transducers which comprises

each group.
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APPENDIX D

CARRIER CORRELATION SYSTEM

CROSS-CORRELATION FUNCTIONS

The cross-correlation functionri sr-own on the following pages of this

appendix are obtained from the carrx.er correlation system described in

Chapter Seven. This system is termed a Type II system. The system was

set up as done for the Type I system correlation tests.

Cross-correlation range was preset to approximately 32 cm for these zivns.

Page D2 contains the cross-correlation functions for four sets of

transducers, and page D3 contains the cross-correlation functions for the

remaining three sets of transducers. Correlation runs two through. seven

are for the same sets of transducers used in Appendix C. Correlation run

number one is for a set of modified Oxford transducers which were not

used in the Appendix C tests. The modification was a revised backing

plate having different ridge spacings. This was an unsuccessful attempt

to produce a wider bandwidth transducer.

Appendix E contains further information on transducer frequency

response and the transducer pairs used in each group.
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APPENDIX E

TRANSDUCER FREQUENCY RESPONSE TESTS

This appendix contains the results of the frequency response runs

which were taken for sets of transmitting/receiving transducers. The

basic test set-up is shown in figure El.

The frequency response tests were done as follows. A voltage

ccatrolled oscillator was adjusted to oscillate between approximat-ely 100

Hz and 100 kHz. The VCO frequency was controlled by a ramping generator.

The ramping generator output was also fed to the x-axis of the chart

recorder. A higher ramp voltage causes a higher frequency VCO output and

-. also causes the chart recorder x position to increase. The VCO output

"°' was fed to the transmittor stages of the Type II system. A 19.5 mm disc

was used as a stationary target located at 26 cm from the transducer

module. The echo signal was passed through the Type II system recei.,"er,

and tCen sent to a precision rectifier circuit whose schematic is shcwn

in figure E2. The output of this rectifier was then fed to the y-axis of

the chart recorder. The frequency response plots shown on pages ES

through Ell. The experimental group noted on each response chart is the

same as for the groups listed in Appendices C and D.
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"These frequency response plots represent the Type I and Type II

System transmit/' receive frequency responses. Tests on the associated

transmitting and receiving circuitry show that the circuit response is

essentially flat from approximately 20 kHz to well over 100 kHz.

occasionally, the frequency response plots contain two separate

amplitude functions. This was done if the transducer output was judged

to be unusually low. The additional response plot was done with the

chart recorder sensitivity at a higher setting.

The frequency response were done for seven sets of transducers:

five pairs of Oxford Transducers and two pairs of Polariod transducers.

The first response test on Oxford transducers (experimental group 1) was

run on a set of modified transducers. The modification consisted of

altering the ridge spacing on the backing plate from the O.51mm described

in Chapter Three to three sets of spacings: 0.25, 0.5, and 0.75 mm,

starting with the narrowest ridges at the outer edge of the backing

plate. The frequency response was widened slightly, and the single

"response peak was change to two closely spaced peaks. However, the

"bandwidth improvement was not judged sufficient to justify the labour

involved in further modifications, and the modifications were. stopped.

This modified set of transdu~cers was used on the Type II

cross-correlation tests, but was not used on the Type I tests.

The remaining Oxford transducers (experimental groups 2 through 5)

were taken from two batches: one batch contained transducers which had

easily passed the production test requirements, and one batch which bad

barely passed these requirements. The transducer number of those coming

from first batch is preceeded by a. +, and the transducer number of those

coming from the second batch is preceeded by a -.
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The Polariod transducers (experimental group 6 and 7) were obtained

after completion of the FMCW tests. Two sets were obtained, and one set

is approximately six months older than the other. The pclariod

transducers are labelled accordingly in Table El.

TRANSDUCER PAIRS TESTED EXPERIMENTAL GROUP

(transmit, receive)

Oxford El, Oxford E2 1

Oxford +1, Oxford +4 2

Oxford +2, Oxford +3 3

Oxford -1, Oxford -4 4

Oxford -2, Oxford -3 5

Polaroid 1 (old), Polaroid 2 (old) 6

Polaroid 3 (new), Polaroid 4 (new) 7

TABLE El ELECTROSTATIC TRANSDUCER PAIRS TESTED



E4

RECEIVFR~

FIGURE El Transducer Frequencyf Response Test Set-Up
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FIGURE E2 Precision Rectifier Circuit
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